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1
INTRODUCTION

Starting is easy,
persistence is an art.

Proverb

In the process of carbon capture and storage (CCS), waste CO2 is captured from large
concentrated point sources e.g., fossil fuel power plants, transported to a storage site, and
then deposited in high-porosity and high-permeability geological formations in such way
that the stored CO2 can no more enter the atmosphere. It is a potential means for reduc-
ing the anthropogenic contribution of fossil fuel emissions to global warming and ocean
acidification.

Sufficient and robust assessment of the potential storage site, storage complex and
surrounding area are the first critical steps in ensuring that a potential storage site has no
significant risk of leakage and eliminate as far as possible negative effects and any risks to
the environment and human health. A full compliance with health, safety and environ-
ment standards has to be ensured during CO2 injection and permanent storage.

According to a report of the European Commission [European Commission, 2011],
“the goal of the characterization of the storage site is to assess the site’s containment, in-
jectivity, capacity, integrity, hydrodynamics, and monitorability in order to ensure safe
and permanent storage of CO2. Collection of primary data either through evaluation of
existing data or through exploration activities is critical for evaluating the suitability of a
particular site. The modeling and data analysis needs to provide sufficient confidence on
the evaluation of containment, injectivity, capacity, integrity, and hydrodynamics of the
site.

The process of identifying a site will consist of a series of assessments that progres-
sively change scale, commencing with regional assessments to basin-scale assessments to
more detailed exploration of specific locations. The usual locations for geological disposal
of CO2 are depleted hydrocarbon reservoirs and deep saline aquifers. The saline aquifers
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are more numerous than depleted hydrocarbon reservoirs, and they have significantly
more pore volume available for geological storage of CO2. The characterization of these
aquifers requires detailed studies because they are typically not explored for prospecting.
Fractures, faults and existing wellbores are critical discontinuities along which release of
pressure, CO2 phase changes and CO2 leakage can occur.

The site characterization has to be based on data specifically oriented towards CO2

storage. Characterization based primarily on data acquired for the purpose of oil and
gas exploration may be incorrectly focused, as the data may have been acquired in an
inappropriate manner or at incorrect geological locations for CO2 storage.” Thus, new
CO2-storage-oriented surveys have to be conducted for further prospecting. Geophysi-
cal surveying is well suited for CO2 storage monitoring. Time-lapse seismic surveys have
been successfully tested at Ketzin and Sleipner CO2 storage sites [Arts et al., 2004, Lüth
et al., 2011]. The tests reveal a high potential for tracking the CO2 plume propagation
in the reservoir. Electrical methods are particularly suited for CO2 storage monitoring
in saline aquifers since electrical properties are strongly controlled by the ionic charac-
teristics of the pore-filling fluids. Hence, the injection of CO2 will result in an imminent
contrast in conductivity during the CO2 injection in the reservoir. In the past the feasibil-
ity of CO2 monitoring has been investigated using geoelectrical methods at Ketzin storage
site (Germany). The monitoring has been conducted by means of cross-hole and surface-
to-downhole electrical resistivity tomography after CO2 was injected in a saline aquifer
[Kiessling et al., 2010, Schmidt-Hattenberger et al., 2011]. These studies proved that ge-
olectrical methods have sufficient potential to track the stored CO2 in the reservoir.

The uncertainty in the geophysical interpretation of the CO2 storage monitoring data
can be unacceptably large [Chadwick et al., 2008]. Therefore, laboratory experiments are
required for calibrating the field data to facilitate the field data processing and interpre-
tation. The advantage of laboratory measurements is in defined geometries and bound-
ary conditions of the investigated media. The core samples can be cored out from the
CO2 storage reservoir and used for different CO2 and water injection scenarios. Geophys-
ical seismic and electrical measurements can be continuously carried out during CO2 and
water saturation processes into reservoir rock. Later, these measurements can serve as a
reference for field data interpretation.

Both seismic and electrical measurements are sensitive to the properties of pore flu-
ids and reservoir rocks. Thus, these measurements can provide quantitative information
about alterations in subsurface structures and processes which can occur during the CO2

injection and permanent storage. Quantitative analyses of geophysical data require a de-
tailed understanding of the underlying physics. Both methods are particularly sensitive
to a wide range of reservoir properties (see Table 1.1) The prediction of these parame-
ters can be done rigorously when the values of the physical parameters involved are more
accurately known. Firstly, the geometries and composition of the reservoir and/or cap
rock can be tailored in order to increase signal-to-noise ratio of the acquired data. This
can facilitate verification of different acquisition geometries and data processing meth-
ods. Secondly, the temperature, pore and confining pressures, and composition of pore-
filling material can be well-controlled by experimental setup. The controlled nature of
laboratory experiment provide a desired equilibrium of the system, e.g. desired phase of
injected CO2. Hence, the link between geophysical parameters, reservoir properties and
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pressure/temperature conditions can be investigated systemically in the laboratory.

Table 1.1: Properties of the CO2 storage reservoir that can be detected with seismic and electrical geophysical
methods

Electrokinetic theory Poroelastic theory
porosity porosity

fluid saturation fluid saturation
water salinity permeability

grain size viscosity
temperature grain and fluid densities

zeta potential solid and fluid bulk moduli

The goal of this research is to develop and experimentally validate a new integrated
geophysical quantitative approach for characterization in order to assess the properties of
the CO2 storage reservoir and their dynamic changes.

The thesis is structured as follows. Chapter 2 introduces a new laboratory setup which
was designed and built to investigate ultrasonic and electrical properties of the porous
reservoir rock under elevated pressures and temperatures. This setup allows to perform
different injection scenarios and monitor the changes in a reservoir by ultrasonic and elec-
trical measurements. The measurements are conducted under realistic in-situ conditions
simultaneously. In Chapter 3, innovative analytical expressions for the electrokinetic re-
sponse of granular media are presented. The derived models are applied to available lab-
oratory measurements on porous media representing CO2 storage reservoir at any salin-
ity. A new practical approach presented in Chapter 4 accounts for extracting the bulk po-
larization signature from the captured electrical response of CO2- and water-saturated
sandstone by decoupling electrode polarization and pseudo-inductance effects. As the
next step, in Chapter 5 the developed analytical theory is applied to predict the reservoir
properties from the obtained bulk polarization of the porous rock. Important acoustic at-
tributes in a porous medium, P-wave velocity dispersion and attenuation, are estimated
from the ultrasonic laboratory data and modeled using pertinent theories of poroelas-
ticity in Chapter 6. Chapter 7 discusses the possibility of simultaneous use of electrical
and acoustic data for quantitative reservoir characterization. Low frequency and high fre-
quency integration examples are particularly analyzed. Finally, conclusions of this work
are provided in Chapter 8.





2
EXPERIMENTAL SETUP FOR

CAPTURING ELECTRICAL AND

SEISMIC SIGNATURES OF RESERVOIR

ROCK DURING THE CO2 STORAGE

The highest activity a human being can attain is learning for understanding,
because to understand is to be free.

Baruch Spinoza

In this chapter a new laboratory facility, that has been built for the CO2 sequestration pur-
poses, is presented. The setup allows monitoring of the CO2 plume migration within a reser-
voir rock by means of seismic and electrical geophysical measurements. Core flooding ex-
periments can be conducted under realistic reservoir pressure and temperature conditions
to mimic real CO2 injection and storage scenarios. The Dielectric Spectroscopy (DS) method
is adapted for the purpose of CO2 front monitoring by means of measuring magnitude and
phase of complex electrical impedance. Seismic transmission data is acquired continuously
and related to the reflection data that is recorded periodically. Two laboratory experiments
are presented in order to verify the temperature and pressure dependence of seismic and DS
measurements captured during CO2 saturation in a reservoir rock. The developed setup
can be used to establish the range of seismic and electrical properties for a wide range of
temperatures and pressures.
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2. EXPERIMENTAL SETUP FOR CAPTURING ELECTRICAL AND SEISMIC SIGNATURES OF

RESERVOIR ROCK DURING THE CO2 STORAGE

2.1. INTRODUCTION
Currently, there is a lack of geophysical data for CO2 monitoring under various physical
conditions and ambiguity on theories explaining seismic velocity dispersion and electri-
cal polarization mechanisms. The laboratory environment is suitable for verification of
geophysical models which can be relevant for CO2 storage monitoring. These models can
be tested in the laboratory before their deployment in the field. This can help to define
boundary conditions of the models and check the sensitivity of geophysical properties to
internal and external factors. These tests can occasionally result in reliable geophysical
monitoring methods which can provide a scientifically-proven quantification of CO2 stor-
age monitoring.

Seismic methods are widely used to measure P-wave and S-wave velocities (Vp and Vs )
and attenuation, of rocks at the laboratory conditions [Subramaniyan et al., 2014, Winkler
and Plona, 1982]. Theses measurements can be then used to predict reservoir and fluid
mobility properties. One of the first CO2-related laboratory studies was done by Wang
and Nur [1989] for Enhanced Oil Recovery purposes. The authors measured P- and S-wave
velocities before and after CO2 injection into reservoir rock which was initially saturated
with n-hexadecane. Later on seismic velocities were measured during CO2 injection into
core samples which were initially saturated by an oil/water mixture [Wang et al., 1998].
In both cases, the authors conducted their experiments under realistic reservoir condi-
tions. The measurements showed that P-velocities were very sensitive to CO2 injection
while S-velocities were less effected. One of the first studies that are related to CO2 stor-
age were done by Xue and Ohsumi [2004] and Xue et al. [2005]. Using an array of sixteen
piezoelectric transducers, the authors monitored the gaseous CO2 front propagation in a
water-bearing reservoir rock. It was shown that the largest velocity decrease can be mea-
sured by injecting supercritical CO2 [Xue and Lei, 2006]. As a follow up, Lei and Xue [2009]
developed tomographic images of relative attenuation coefficient to refine their work in
mapping CO2 migration in a water-saturated sandstone. They reported that the attenua-
tion coefficient increased most when supercritical CO2 was injected. Purcell et al. [2010]
performed seismic velocity measurements on a sandstone at reservoir temperatures vary-
ing pore pressure while maintaining constant confining pressure. Their results showed
large velocity fluctuations with phase changes. Alemu et al. [2013] utilized computed to-
mography (CT) methods to monitor the CO2 distribution into brine-saturated sandstone
through acoustic velocity variations. Numerous works were dedicated to velocity mea-
surements during CO2 injection in various type of porous rocks [e.g., Kim et al., 2016,
Lebedev et al., 2013, Siggins et al., 2010, Yam, 2011, Zemke et al., 2010].

Leaving aside seismic methods, there are not much laboratory investigations that are
dedicated to electrical measurement for CO2 storage monitoring. Nakatsuka et al. [2010]
measured direct current (DC) electrical resistivity during CO2 flooding in reservoir rocks
under reservoir conditions to predict CO2 saturations. This work was extended further and
combined with seismic velocity measurements by Kim et al. [2013] and Kim et al. [2016].
Recently the applicability of the alternating current (AC) electrical methods to CO2 stor-
age monitoring has also been studied in laboratory [e.g., Börner et al., 2013, 2016, Kremer
et al., 2016]. In these works the effort is made to use measured complex electrical conduc-
tivity for CO2 storage monitoring. These AC methods can provide additional information
about the rocks, e.g. grain size and surface conductivity. Electrical measurements on satu-
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rated rocks are typically conducted in the laboratory in the frequency range between 0.01
Hz and 3 MHz [e.g., Börner et al., 1996, Kavian et al., 2012, Lesmes and Frye, 2001, Slater
and Glaser, 2003]. Typically, a four electrodes system is utilized for Spectral Induced Polar-
ization (SIP) measurements at frequencies between 0.01 Hz and 10 kHz. These measure-
ments correspond to the frequency range of the field geophysical surveys. The impedance
measurements at higher frequencies, 20 Hz - 5 MHz, are conventionally called Electrical
Impedance Spectroscopy (EIS) or Dielectric Spectroscopy (DS). This method can be uti-
lized with a two- or four-electrode system. The former can be used if the electrode polar-
ization contribution is negligible or can be easily compensated for [Buck, 1969]. The latter
helps to minimize the electrode polarization effect [MacDonald and Kenan, 1987]. The
interpretation of the measurements is difficult due to the interference of various polariza-
tion effects [Kemna et al., 2012]. These effects may overlap each other in the frequency do-
main, making the interpretation of the measured data even more challenging. Therefore,
the unwanted effects need to be minimized during designing of the setup or compensated
using equivalent circuit theory during the data processing [Zimmermann et al., 2008].

Core-flooding experiments in the context of CO2 storage are typically conducted under
elevated pressure (P) and temperature (T) conditions, i.e. P>75 bar and T>35 ◦C, to mimic
real conditions of a CO2 sequestration reservoir [Sun et al., 2016]. These experiments pro-
vide additional information about alterations of reservoir properties due to CO2 injection.
Typically, core-flooding experiments are conducted to investigate the CO2 behavior dur-
ing and after the injection into reservoir rock. These experiments are usually carried out
in a controlled pressure-temperature-volume systems. Therefore, core-flooding experi-
ments are coupled to a geophysical acquisition system since in this case the pore and
confining pressures as well as temperature can be reliably controlled during simultane-
ous ultrasonic and electrical measurements in the laboratory environment. The goals of
using such a dedicated and extensive laboratory facility for geophysical monitoring of CO2

storage are as follows:

1. applying realistic boundary conditions for the reservoir properties (e.g. confining
and pore pressures, temperature, saturation, permeability, salinity, etc.);

2. testing realistic field geometry (cap rock, far field effect);

3. confirming novel ideas, for example, joint seismic and electrical monitoring that
can potentially reduce the uncertainties in reservoir characterization;

4. implementing in the laboratory seismic array measurements with surface-seismic
acquisition geometry;

5. measuring frequency-dependent seismic and electrical properties;

6. testing wide range of frequencies which are used in AC electrical measurements;

7. capturing the effects of the different polarization mechanisms which occur in porous
media;

8. predicting the phase of the fluid that is contained in the pore space;
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RESERVOIR ROCK DURING THE CO2 STORAGE

In this research a new laboratory setup was developed at Delft University of Technol-
ogy. The goal of this chapter is to show the utility of the developed setup and to investigate
the sensitivity of ultrasonic and electrical measurements. First, a description of the setup
and its features is presented. Then, the sensitivity of ultrasonic and electrical properties of
saturated porous rocks under elevated pressures and temperatures is investigated. In par-
ticular, two different injection scenarios are considered under realistic in-situ conditions.
Ultrasonic and electrical measurements are performed for continuous monitoring of the
changes in the reservoir during injections of NaCl solution and supercritical CO2.

2.2. DESCRIPTION OF THE SETUP

2.2.1. TESTING MATERIAL
Several quarried sandstone rocks are used as standard porous media for laboratory exper-
iments. The data obtained from these tests are usually compared with similar data derived
from experiments conducted using reservoir cores. These rocks are chosen because they
are relatively inexpensive, readily available, and relatively homogeneous. In this study
the experiments are conducted on Bentheimer sandstone, which is an outcrop sandstone
from the Gildehausen quarry, near the village of Bentheim (Germany). This sedimentary
rock has predominantly sand-sized grains which are composed of quartz held together by
silica. The relatively high porosity and permeability of Bentheimer sandstone makes it a
good testing material for core-flood experiments. Some physical properties of this Ben-
theimer sandstone are listed in Table 2.1 [Peksa et al., 2015].

Table 2.1: Physical and mechanical properties of Bentheimer sandstone

Property Value
Mineral composition 95% quartz

3% feldspar
2% kaolinite

Sorting well-sorted
Grain bonding contacts
Grain diameter 0.1 - 0.3 mm
Porosity 19-25%
Permeability 1 - 1.5 D
Poissons’s ratio 0.22
Deformation modulus 18.38 GPa
Maximum stress 38.93 MPa

The tested core sample has the following dimensions: 0.3×0.074×0.03 m3. It is cored
out of a single Bentheimer sandstone block with an average porosity of 22%. The sample is
cored perpendicular to the bedding and dried in an oven for 24 hours. In order to measure
the electrical properties of the rock, in total 8 pairs of planar electrodes are positioned
on to the lateral sides of the core. Figure 2.1 (a) shows 6 pairs of electrodes which are
attached to the widest side of the core. These electrodes are made with a cross-sectional
area of 0.05×0.01 m2. Two pairs of electrodes are glued to the narrowest side of the core.
These electrodes have dimensions of 0.02×0.01 m2.
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a)

b)

Ultrasonic transducers

Epoxy

Sandstone

Ultrasonic transducers

Electrodes

Sandstone

Figure 2.1: a) Positioning of electrodes and seismic transducers on the sandstone core. b) Coupling of the epoxy
layer with ultrasonic transducers to the core.

Piezoelectric transducers are used to acquire the ultrasonic signal from the rock. Two
transducers are coupled to the core as is shown in Figure 2.1 (a). The next stage is the
building of two epoxy layers on both widest sides of the core. This step is shown in Figure
2.1 (b). The purpose of the layered sample is to mimic the cap rock and the reservoir.
The plate with ultrasonic transducers is fixed on top of the epoxy layer. The positioning
of the transducers is shown in Figure 2.1 (c) Three thermocouples are used in order to
ensure the temperature equilibrium over the length of the core. Two thermocouples are
implemented inside the core and one thermocouple gives the temperature of the injected
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Figure 2.2: CT-scan of the sample inside the pressure chamber. A more detailed description of the sample is
given in Appendix

fluid.

The final step of building the sample is encasing of the core into a silicone rubber
sleeve. The silicone sleeve is used to ensure that no fluid seepage occurs between the
core holder and the core. The sleeve prevents direct fluid contact within the vessel. The
ductility of the sleeve allows a confining overburden pressure to be transferred to the core
to simulate elevated reservoir pressure. The core within the sleeve is placed inside a core
holder which is capable of simulating reservoir pressures up to 600 bar. This pressure is
applied by filling the annular space between the silicone sleeve and the core holder with
light oil and then compressing the oil with an ISCO syringe pump to obtain the desired
overburden pressure. The core holder has a vertical orientation in order to minimize the
gravitational instabilities and fingering effects during the fluid injections. A lateral CT-
scan of the sample illustrating the positioning of electrode pairs and seismic transducers
is presented in Figure 2.2.
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Figure 2.3: Experimental setup. 1 – sample in the pressure vessel, 2 – oven, 3, 4, 5 – ISCO pumps, 6 – density
meter, 7 – pressure difference gauge, 8 – strip chart recorder, 9 – Agilent multiplexer switch, 10 – Wayne Kerr
Precision Component Analyser 6640A, 11 – Agilent 33210A function generator, 12 – ENI 2100L RF amplifier, 13 –
NI PXIe-1082 chassis with NI PXIe-7962R FlexRIO FPGA and NI FlexRIO modules, 14 – Multichannel bridge, 15 –
Yokogawa DL4200 oscilloscope. More detailed description of the sample is given in Appendix

2.2.2. LABORATORY SETUP

A photo of the complete experimental setup is shown in Figure 2.3. The pressure cell is
contained in a temperature controlled oven which duplicates precise reservoir conditions
of temperature and eliminates complication of data analysis due to fluctuations in the
external ambient temperature. The use of the correct reservoir temperature and pressure
ensures that the required phase of the injected fluid will occur within the core sample.

Both ends of the core holder contain a port for fluid injection. Two pressure trans-
ducers and two thermocouples are mounted directly across the core holder and measure
the pressure differential and temperature between the injection and the production ends.
Pressure transducers and thermocouples are directly connected to a strip chart recorder
which provides a continuous pressure temperature profiles of the test. A digital readout
also appears on a multi-channel terminal from which the test operator takes readings as a
backup.

Two ISCO syringe pumps are used for injecting the fluids into the core. A third pump
is utilized for controlling the confining pressure inside the pressure cell. All ISCO pumps
are pulsation-free positive-displacement pumps. They can inject the fluids under vari-
ous injection scenarios of constant flow-rate, constant pressure, constant pressure with
adjustable pressure ramp and reaching a target injection volume. The pumps could be
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operated directly using the keypads placed in front of them or using the monitoring soft-
ware installed on a PC connected to the apparatus. Syringe pumps such as these provide
a very smooth displacing action which eliminates pressure shocks to the core material.
The pumps are capable of injecting at rates of 1 ml/min at pressures up to 250 bar with an
accuracy of 0.01 ml. A flow meter is attached at the production side of the pressure cell. It
is used to monitor the density of the injected fluid.

2.2.3. DIELECTRIC SPECTROSCOPY MEASUREMENTS

In this study a two-terminal electrode system is employed. Wayne Kerr Precision Com-
ponent Analyzer 6640A is used as a measuring system to acquire the electrical impedance
data over the frequency range between 20 Hz and 3 MHz. Eight planar electrode pairs, that
are directly attached to the opposite lateral surfaces of the core, are connected by coaxial
cables to the multiplexer switch which enables fast successive measurement between the
electrode pairs. Each electrode is home-made using nickel foil. Figure 2.2 shows the posi-
tioning of the electrode pairs on the core. The distance between the electrode pairs is 0.02
m. All electrodes act as both current and potential terminals. The electrical properties
of the specimens are determined by measuring the potential difference between the elec-
trodes and the applied current across them. In most cases a sinusoidal excitation is im-
posed, and measurements of magnitude |Z | and phase lag ϕ of the electrical impedance
are repeated at different frequencies.

In order to obtain the true impedance of the specimen, the residual parameters asso-
ciated with the test fixture must be removed from the measured data. Calibration mea-
surements have been performed in open-circuit and short-circuit conditions. The short
circuit measured the residual impedance in the test leads, and the open circuit measured
the combined effect of the stray admittance and the residual impedance. Impedance mea-
surements of highly conductive specimens may be significantly affected by cable induc-
tance, normally at frequencies greater than 100 kHz. Therefore, the inductance of the
cable has to be minimized by employing coaxial cables.

A proper calibration of the electrical system with material of known electrical proper-
ties is further required to investigate the accuracy of the measured data. In particular, a
cell constant, which accounts for the different electric field distribution as a function of
electrode spacing, has to be determined. In the case of a planer electrode pair, the cell
constant F is the ratio between the cross-sectional area of the electrodes A and the dis-
tance between them d . This yields that the cell constant for electrode pairs 1, 2, 3, 4, 5, 8
and 6, 7 are F1 = 0.167 and F2 = 2.7, respectively.

2.2.4. ULTRASONIC MEASUREMENTS

An array of 10 ultrasonic transducers is fixed on top of the epoxy layer. The positioning
and dimensions of transducers are shown in Figure 2.4. This geometry represents a scaled
in-situ marine seismic survey acquisition geometry. To record reflection measurements,
transducers S1-S2 and S3-S10 are used as sources and receivers, respectively. To acquire
transmission data, transducers S11 and S12 are used as sources, while all other transduc-
ers serve as receivers.

P-wave Fuji Ceramics transducers of 1 MHz center frequency are used as sources and
receivers. The transducers are directly glued to the surface of the sample using an acoustic
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Figure 2.4: Schematic representation of the sample consisting of a plastic plate with ultrasonic transducers S1,
S2, R1-R8 which is attached on to the top of the epoxy layer; two transducers S11 and S12 are coupled to the
bottom layer of Bentheimer sandstone. All transducers can act as a source and a receiver. a) Scheme of periodic
seismic measurements: S1 and S2 are used as sources and R1-R8 as receivers. b) Scheme of continuous seismic
measurements: S11 is used as a source and all remaining transducers are used as receivers.

couplant. The source transducers are fed with a sine-wave signal from an Agilent 33210A
function generator, the signal is afterwards amplified by 50 dB by means of an ENI 2100L
RF amplifier. The measured signal is quality-controlled with a Yokogawa DL4200 oscillo-
scope. A multichannel acquisition system is used to acquire and store the data at a base
station.

The acquisition workflow of the multichannel system is the following. The analogue
outputs of the piezoelectric transducers are amplified and then connected to a digitizer.
The digitizer’s integrated field programmable gate arrays (FPGA) module performs the
initial-stage signal processing by means of signal averaging. To improve the signal to noise
ratio an averaging of the consecutive signal frames is performed. Preprocessed signals are
sent to a base station where they are stored as binary files.

The National Instrument (NI) instrumentation hardware consists of NI PXIe-1082 chas-
sis, NI PXIe-7962R FlexRIO FPGA module,a NI FlexRIO adapter module and a base station
running the Microsoft Windows OS. Table 2.2 summarizes some relevant characteristics
of the data acquisition system. As the bandwidth of the ultrasonic measurements is rel-
atively narrow, the performance of the above components should be sufficient to collect



2

16
2. EXPERIMENTAL SETUP FOR CAPTURING ELECTRICAL AND SEISMIC SIGNATURES OF

RESERVOIR ROCK DURING THE CO2 STORAGE

Table 2.2: Acquisition hardware parameters

Feature Value Default value
Maximum system bandwidth 7 GB/s
FPGA Virtex-5 SX50T
FPGA slices 8160
FPGA memory (block RAM) 4752 kbit
input channels 32
ADC input resolution 12 bits
ADC maximum sampling rate 50 MS/s
ADC analogue input range 2 Vpp
ADC analogue input impedance 100Ω

sufficient data.
The seismic acquisition programming is implemented in LabVIEW. As much of the

functionality as possible is implemented as a Component Level IP. The CLIP provides clock
management of the signal storage and averaging capabilities, test signal generation, and
data serialization. The main LabVIEW components of the data acquisition application are,
as is customary for this type of LabVIEW applications, a host Virtual Instrument (VI) and
an FPGA VI. The host VI subsystem is responsible for reading data from one FPGA first in
first out (FIFO) and writing it to a file. The data from four channels are serialized into one
stream since there is a limit on the number of FIFO structures and each FPGA to host FIFO
consumes block RAM of which the FPGA board possesses a limited amount. As a result,
the design uses a total of eight FPGA to host FIFOs. The part of the FPGA VI reads data
from the analog-to-digital converter (ADC) and sends it to the CLIP module. Afterwards,
it reads the serialized averaged signals from the CLIP and sends it to the FPGA side of the
FPGA to host FIFO. The FIFO is enabled only when there is a data available (every N frames
where N is the averaging depth).

Table 2.3: Seismic acquisition parameters

Symbol Description Default value
f sampling frequency 12.5 MHz
T sample duration 80 ns
S sampling buffer size 1024 samples
L frame duration 81.92µs
N averaging depth 8
W averaging window duration 0.65538 ms

Each signal processing component is connected either to a counter or to an output
of the ADC. Channels are serialized in groups of four and the output of the serializers
constitute the output of the CLIP module.

The sampled data is stacked in order to maximize the signal-to-noise ratio. The hard-
ware stacks every 256 successive signals, as opposed to the averaging in many conven-
tional averaging oscilloscopes. This is performed to reduce the amount of data that is
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transferred to the PC.
Table 2.3 shows a list of interdependent parameters utilized for seismic acquisition.

Here, T= 1/ f , L = ST, and W = LN. The ADC output is 12-bit per channel. The design only
sums up the data (division is to be performed during the post-processing of the data), not
to lose precision. The ADC samples are summed up in 32-bit signed integers. Applying
the default parameters results in ≈ 357,6 MiB of binary uncompressed data per minute
per channel.

2.2.5. EXPERIMENTAL PROCEDURE

Two tests have been conducted using the developed laboratory setup. The goal of the
experiments is to obtain a detailed insight into the following:

1. Pore fluid front dependence of the electrical and seismic measurements: continu-
ous CO2 inflows drive the pore water out of the sample pore volume resulting in a sharp
decrease of the values of electrical and seismic properties (electrical conductivity, dielec-
tric permittivity, P-wave velocity and P-wave attention) with time.

2. Pressure and temperature dependence of electrical and seismic measurements:
electrical and seismic properties of a reservoir rock which is saturated with CO2 in gaseous,
liquid and supercritical phases have been investigated at numerous pressure levels start-
ing with 1 bar up to 110 bar at constant temperature and over a temperature range from
26 to 38 ◦C at a constant pressure. Utilized pressure and temperature range covers crit-
ical temperatures of gas-liquid and liquid-supercritical CO2 phase transition. The sharp
alterations in density measurements may confirm the change of the CO2 phase within the
sample.

2.3. RESULTS AND DISCUSSION

2.3.1. CO2 AND WATER INJECTION EXPERIMENTS

The goal of these experiments is to verify the sensitivity of contentious electrical and seis-
mic measurements to the pore fluid substitution. Figure 2.5 illustrates the results of the
first experiment. During this experiment, the CO2 and demineralized water are injected.
The measurements are presented here for one electrode pair and one transmission ultra-
sonic transducer pair which are located at the same height with respect to the injection
point. The representative frequencies of the electrical conductivity, σ and relative electri-
cal permittivity, εr are 800 Hz and 1 MHz, respectively.

The seismic transmission signals are recorded continuously by receiver S2 from the
source S12 which are shown in Figure 2.4. The P-wave arrivals from the sandstone layer
can be estimated from the recorded transmission measurements if the P-wave velocity is
known. P-wave velocity of the epoxy is calculated from independent transmission mea-
surements on an epoxy cylinder. It gives a velocity of epoxy of 2880 m/s. To estimate the
P-velocities in the sandstone layer during the experiment the onset times should be picked
and velocity of sandstone determined.

Figures 2.5 shows the electrical and ultrasonic measurements which are performed
during this experiment. Initially, at the elapsed time between 0 and 0.3 hours, the pore
space is flushed with five pore volumes of CO2 (the pore volume is the total volume of very
small openings in a bed of adsorbent particles). During the next 20 min the pore pres-
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Figure 2.5: Electrical conductivity (a), relative dielectric permittivity (b) and seismic transmission (c) measure-
ments during water and CO2 injections into the sandstone.

sure is elevated up to 10 bar. Alterations in amplitudes of the first P-wave arrival clearly
show the sensitivity of ultrasonic measurements to the pressure build up in the pore space.
When the desired pressure is reached, the pore space is filled with one pore volume of
demineralized water. The water injection is performed continuously with a constant flow
of 1 ml/min during this stage of the experiment. The injection of one pore volume of wa-
ter continues between 0.8 and 2 hours of the total time of the experiment. Figures 2.5a
and b illustrate a steady elevation in the electrical conductivity and permittivity during
this time period as a result of water intrusion into the domain of electric measurement
geometry. The onset times of the direct transmission measurements is estimated to be
0.0184 ms and 0.0178 ms at time 1.2 and 2 hours, respectively. The length of the travelpath
is defined, therefore the estimated time of the first arrival yields P-velocities of 2717 m/s
and 2809 m/s at time 1.2 and 2 hours, respectively.

The injection of the second pore volume of water is done between 2 and 3.25 hours.
The electrical properties are close to the equilibrium at the end of the injection. In con-
trast, the seismic profile shows a steady increase in the P-velocities of the saturated sand-
stone which reaches 2815 m/s at the end of the injection.

The third pore volume water injection is performed with a constant flow of 2 ml/min
between 3.25 hours and 4 hours. Close to 4 hours both electrical and seismic equilibriums
are achieved. The P-velocity of the water-saturated sandstone is 3100 m/s at the end of
the water injection.

The injection of one pore volume of CO2 into water-bearing core results in a sharp
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decrease in electrical properties and increase of the first arrival time in seismic measure-
ments. The effect of the CO2 injection can be observed around 4 hours since the start of
the experiment. The profound decrease in conductivity and permittivity measurements
has been observed right after the start of the CO2 injection. This can occur due to instanta-
neous diffusion of the CO2 into the system. Within 5 minutes the electrical measurements
show a steady drop in the measured values till an equilibrium is reached, suggesting that
the CO2-water front reached the position of the electrode pair. The P-wave velocity has
decreased to 2890 m/s due to the CO2 injection. The injection of the second pore volume
of CO2 results in a minor change in electrical and seismic properties. The observed P-wave
velocity has dropped to 2886 m/s.

2.3.2. CO2 PHASE TRANSITION EXPERIMENT

The primary goal of the experiment is to investigate any general sensitivity of the electrical
and seismic measurements to changes in pressure and temperature in a reservoir rock
containing CO2 and has a residual water saturation. Initially, the air is pumped out from
the pore space of the reservoir using a vacuum pump. The rock sample is then saturated
with 3 pore volumes of water. Afterwards, the CO2 is flashed aiming to displace the water
from the pore space of the reservoir. The complete displacement of water is not achieved.
Therefore, the residual water saturation takes place in the pore space.

Figure 2.6 shows the measured parameters during the experiment. Pore pressure P ,
temperature T , density ρ, magnitude and phase of complex electrical impedance, which
are later converted to electrical conductivity and permittivity σ and ε, are measured con-
tinuously. The seismic measurements are intentionally interrupted to conduct point mea-
surements mimicking seismic reflection survey. The experiment consists of two stages:
isothermal (stage 1) and isobaric (stage 2).

In stage 1, the pore pressure is gradually increased from the initial condition (P=1 bar
and T=25◦C) up to 111 bar pressure, keeping the temperature unchanged. During this
stage, the electrical (σ and ε) and seismic signatures of the CO2 phase transition from
gaseous to liquid are continuously measured. The transition is confirmed by a density
increase of the CO2 which occurs at around 6 hours.

In stage 2, the temperature of the system is raised from 25◦C up to 38◦C. This stage
continues till around 9,5 hours while CO2 phase change from liquid to supercritical fluid
is monitored by the electrical and seismic measurements. The confirmation of the CO2

phase change is obtained as the CO2 density drops around 9.6 hours. After 12 hours, the
pore pressure is returned to its initial position.

Figure 2.6 illustrates the sensitivity of seismic and electrical measurements on inter-
nal pressure and temperature of the sample, as seen in the raw data of the experiments.
Figure 2.6a shows the contrast between temperatures in the sample, T2 and T3, with the
temperature of the injected CO2, T1. Clearly, the time needed for establishing the temper-
ature equilibrium in the sample is typically longer than one required for the CO2 in the
pump.

The pressures measured along injection and production end of the pressure cell, P1
and P2, are aligned in Figure 2.6b. These measurements give an indication of pore pres-
sure. The difference of pore pressure and confining pressure, Pc, is manually controlled to
be within the range of 5−10 bars.
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Figure 2.6: The dependence of continuous electrical and seismic measurements on pressure and temperature
alterations as seen in the raw data of the experiment.

Density measurements are used to confirm the CO2 phase. A sharp jump in density
measurements indicates the CO2 phase transition. The phase transition are indicated in
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Figure 2.6c.
The measured electrical conductivity, σ, is shown in Figure 2.6d. Each colour corre-

spond to a different electrode pair, marked from 1 to 8, coupled to the lateral side of the
core. The measured values of conductivity do not correspond to the heterogeneity of the
porosity of the sample resulting in different residual water saturation. At the same time,
the measurements exhibit quite similar trends: the conductivity increases with tempera-
ture.

Figure 2.6e shows the relative permittivity, εr , that exhibits the same temperature de-
pendence as σ. The measurements from electrodes 1 and 8, however, differ from the rest.
These values of measured εr can be influenced by the edge effect since electrode pairs 1
and 8 are positioned in the close proximity of the edge of the core.

In this experiment, εr shows no sensitivity to the CO2 phase transition from gaseous
to liquid and then to the supercritical state. This observation is in contrast with the mea-
surements conducted earlier by Kirichek et al. [2013], εr , where a two-phase system, i.e.
CO2-bearing reservoir rock, was employed. Hence, the presence of residual water in the
pores space makes the changes in εr due to CO2 phase transition undetectable.
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Figure 2.7: Seismic reflection supergather obtained from the concatenation of common-source gathers from
sources S1 and S2 generating signals with center frequency 700 kHz. The color represents the following: blue: 10
bar, 25◦C; red: 68 bar, 27◦C; black: 110 bar, 35◦C

Seismic transmission and reflection measurements are conducted during the experi-
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ment. Figure 2.6f shows the recorded transmissions at receiver S2 from the source S12. As
the dimensions of the sample are known, the seismic velocity inside the sandstone layer
can be estimated from the recorded transmission measurements if the seismic velocity in-
side the epoxy layer is known. Using independent transmission measurements only on an
epoxy cylinder, the propagation velocity inside the epoxy is estimated as 2880 m/s. To es-
timate the propagation velocities during the experiment the onset times should be picked.
The picking is not a trivial task as there are interfering signals. Therefore, onset times of
the direct transmission for both experiments and all frequencies are defined as 0.016 ms
and 0.017 ms, which translates to a velocity of between 3310 m/s and 2980 m/s, respec-
tively. A cross-correlation method can be used in case only very small changes in velocity
are detected.

Some parts of the transmission data are missing because continuous measurements
have to be interrupted in order to acquire reflection measurements which are shown in
Figure 2.7. This supergather is constructed by concatenating the common-source reflec-
tion gathers recorded by the receivers S3 to S10 from the source S1 and S2. Using source-
receiver reciprocity, this is equivalent to having receivers at S1 and S2 and sources at S3 to
S10. The reflection experiments are performed using a source signal with center frequency
of 700 kHz and when CO2 in pore spaces correspond to gaseous (P=10 bar, T=25◦C), liquid
(P=68 bar, T=27◦C) and supercritical fluid (P=110 bar, T=35◦C) phases.

2.4. CONCLUSIONS
A new laboratory setup for simultaneous electrical and seismic monitoring of the pro-
cesses occurring in reservoir rock is developed. Various fluid injection scenarios show
that the setup can be used for CO2 storage monitoring purposes. The presence of CO2 in
the pore space gives the contrast in bulk electrical and seismic properties. The observed
sensitivity indicates potential for a quantitative prediction of the pore contents, influence
of pressure, temperature and salinity of the pore water. Finally, the electric conductiv-
ity and dielectric permittivity measurements show minor alterations due to the change of
the CO2 phase from gaseous to liquid and finally to supercritical fluid. Theses observed
changes are more due to increase of temperature in the reservoir rock.
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2.5. APPENDIX

The schema of the 2-layered sample placed into pressure cell is shown in Figure 2.8.

Figure 2.8: Detailed schema of the 2-layered sample within pressure cell
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The details of the setup are shown in Figure 2.9.

Figure 2.9: Detailed schema of the complete setup
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NEW ELECTROKINETIC MODELS FOR

THE COMPLEX ELECTRICAL

CONDUCTIVITY OF POROUS MEDIA

The greatest obstacle to discovery is not ignorance -
it is the illusion of knowledge.

Daniel J. Boorstin

The low-frequency dielectric spectroscopy of porous media, where the porosity is represen-
tative for sands and sandstones, is until now always modeled using theories based on the
work of Schwartz. The theory for the low-frequency dielectric spectroscopy of suspensions,
on the other hand, has been developed much further over the last decades both numerically
and analytically.

In this chapter, new analytical expressions for the complex conductivity of granular mate-
rial, such as sands and sandstones in an electrolyte solution, are presented. These expres-
sions have been derived using the theories developed for suspensions. It is shown that the
new expressions enable to predict the measured complex conductivity of various granular
material, such as packed glass beads, sands and sandstones. Because of the typical grain
size of sand and sandstone particles, for any ionic strength the double layer is much thinner
that the particle size. Contrary to existing theories for granular materials, the expressions
we derived are valid for any ionic strength and no adjustable parameters are required.

The grains are represented by monodispersed charged spheres. It is also discussed how the
expressions can be adapted in the case the particles are not spherical and the grains are poly-
disperse. The derived models can be applied to a CO2 storage reservoir rock. The considered
frequency range is 0 − 10 MHz.

Parts of this chapter have been published in Colloids and Surfaces A: Physicochemical and Engineering Aspects,
533 (2017) Kirichek et al. [2017].
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3.1. INTRODUCTION
DC and AC conductivity measurements are usually performed to predict the reservoir
properties of granular materials and porous rocks. Most of the studies are quantitative and
given as changes in conductivity in space and time. Archie’s law [Archie, 1942] is typically
used to derive the porosity and saturation from DC measurements. Heterogeneous pore
structures in different granular materials and rocks require different geometric models for
specific classes. In the case of AC conductivity measurements, the typical relaxation fre-
quencies are usually obtained by using Cole-Cole type of models [Lesmes and Frye, 2001].
These frequencies are then linked to rock and granular material properties, e.g. porosity
and grain [Revil et al., 2012, Sen et al., 1981].

In the present chapter, porous media consisting of grains and electrolyte are consid-
ered. Typically, compacted and uncompacted sands, sandstones are representative for the
porous material which is normally located in CO2 storage reservoirs and estuarine regions.
Percolation thresholds are not considered, nor is pore clogging. This implies that the mod-
els which will be discussed are valid for porous media in which each grain has nearly all of
its surface in contact with the electrolyte. This does not mean that the distance between
particles should be large, as discuss in a forthcoming section.

Because the typical size of the grains is of the order of microns, it can be estimated that
one of the relaxation frequencies associated to the ionic diffusion on the lengthscale of a
grain is of the order of fa ≡ D/

(
2πa2

)' [1-300 Hz], where D ' 2 ·10−9 m2/s is taken as the
typical diffusion coefficient of an ion and a ' [

10 µm−1 µm
]

the typical radius of a grain.
This relaxation is called α relaxation by some authors [e.g., Grosse and Delgado, 1984,
Revil, 2013]. Another relaxation exists, usually at higher frequency (depending on ionic
strength and grain size), associated to the ionic diffusion at the lengthscale of the electric
double layer around each of the grains. The corresponding relaxation, called Maxwell-
Wagner-O’Konski relaxation, is also referred to as δ or β relaxation by the same authors.
The Maxwell-Wagner-O’Konski relaxation frequency is defined by f0 ≡ Dκ2/(2π) where
κ−1 represents the double layer thickness. This thickness is estimated to be in the range
f0 ' [0.1-10 MHz] for monovalent salt concentrations between 0.1 and 10 mM. A third
relaxation frequency can be associated with the polarization of water molecules. The as-
sociated relaxation frequency is termed γ relaxation [e.g., Grosse and Delgado, 1984, Revil,
2013] and leads to a strong decrease of the water dielectric permittivity in the GHz range.
In the present chapter this relaxation is not studied as the frequency range considered is 0
− 10 MHz.

Models that are more elaborate than the Cole-Cole model enable to give additional
information about the grain properties, such as the grain’s surface charge. The surface
charge of grains is an important property of the granular material as it can, for instance,
be used to predict the variation of conductivity upon a pH change due to chemical reac-
tions, or be linked to the retention and transport of contaminants and nutrients within the
porous media. Current models in geophysics for granular type of porous media are based
on the work of Schwartz [Schwarz, 1962], who was one of the pioneers, along with O’ Kon-
ski [O’Konski, 1955, 1960] in setting-up the first models for the dielectric response of a
colloidal particle in an applied electric field. In colloid science, their models have been
extended by, among others, Fixman [Fixman, 1980, 1983], Hinch [Hinch et al., 1984], O’
Brien [O’Brien, 1982, 1986]. In 1981, DeLacey and White presented a full numerical model
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for the dielectric response of a charged sphere at any electrolyte concentration, electric
field frequency [DeLacey and White, 1981]. In 2008, an analytical model was presented
that reproduced this full numerical solution within a few percent inaccuracy [Chassagne
and Bedeaux, 2008].

In the first section, we will show how the analytical model for the polarization of a
charged grain presented in Chassagne and Bedeaux [2008] can be incorporated in the
Maxwell-Wagner and Bruggeman expressions for the conductivity of a porous system like
a CO2 storage reservoir. These expressions can be found for example in Sen et al. [1981].
The models will be compared with other existing models and available measurement data
in the second section. Finally, it is discussed how these expressions can be adapted in the
case the particles are not spherical and the grains are polydisperse.

3.2. THE COMPLEX CONDUCTIVITY OF POROUS MEDIA
In this section, new relations for the conductivity of a porous medium consisting of com-
pacted, immobile, charged spheres are derived. As illustrated in Figure 3.1, we make the
assumption that the spherical particles have most of their surface in contact with the elec-
trolyte. We, therefore, do not consider percolation thresholds nor clogging of the inter-
stitial cavities. The general relations between the different permittivities of the system

Figure 3.1: The porous media is seen as packed, immobile spheres in an electrolyte.

from first principles are derived [Reynolds and Hough, 1957]. In this work ε∗i stands for
the complex dielectric permittivity of substance i . The relationship between the complex
electrical conductivity σ∗ and ε∗ is given by:

ε∗ ≡ σ∗

iωε0
, (3.1)

with
σ∗ =σ+ iωε0ε, (3.2)
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where ε is the relative dielectric permittivity of the studied medium, ε0 is the permittivity
of vacuum and ω is the angular frequency of the applied electric field.

A two-phase system is considered. The subscripts g and e stands for grain and elec-
trolyte, respectively. The volume fraction φs is linked to the porosity φ by

φs = 1−φ. (3.3)

Let the two substances have dielectric permittivities ε∗g and ε∗e and occupy the volume

fractionsφs and
(
1−φs

)
, respectively. The electric displacement of the mixture is given by

D = 1

V

∫
Vg

DdV + 1

V

∫
Ve

DdV =φs Dg +
(
1−φs

)
De , (3.4)

where Vg and Ve are volumes of grains and electrolyte, respectively. In the same way, the

average electric field E is derived by

E =φs E g +
(
1−φs

)
E e . (3.5)

Wiener [1912] proposed that the dielectric constant of the mixture and of each component
can be written as

D = ε∗mE ,

Dg = ε∗g E g ,

De = ε∗e E e . (3.6)

From Equations 3.4 and 3.5 it follows that

ε∗m = ε∗gφs
E g

E
+ε∗e

(
1−φs

) E e

E
,

1 = φs
E g

E
+ (

1−φs
) E e

E
. (3.7)

Rearranging these equations leads to

ε∗m = ε∗e +
(
ε∗g −ε∗e

)
φs

E g

E
(3.8)

and (
ε∗m −ε∗g

)
φs

E g

E
+ (
ε∗m −ε∗e

)(
1−φs

) E e

E
= 0. (3.9)

Theoretically the two last equations are equivalent but when approximations have to be
made about E k /E , that is no longer true. Equation 3.8 is typically used for the case of
particles dispersed in a continuous medium. This relationship is called Maxwell-Wagner
approximation. In the literature other names are associated with this type of approxima-
tion, e.g Clausius-Mossotti, Garnett and Lorentz, Maxwell-Garnett. Hereinafter the name
Maxwell-Wagner is used to avoid confusions.

Equation 3.9 is used when the particle size of the two components is of the same order
of magnitude. This approximation is known as Bruggeman model. E k /E is derived for
Maxwell-Wagner and Bruggeman models in the following subsections.
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a) b)

Figure 3.2: The porous media is seen as packed, immobile spheres in an electrolyte.

3.2.1. MAXWELL-WAGNER MODEL
The Maxwell-Wagner expression is briefly recalled, as this will enable us to discuss how
this expression can be adapted to account for the polarization of the grains under the
influence of the applied electric field. The full derivations can be found in Grosse [2002]

For a dilute suspension, the term E g /E in Equation 3.119 can be evaluated by assum-
ing that the electrical conductivity around a particle is σ∗

e and, equivalently, the complex
permittivity is ε∗e . Figure 3.2a shows a system with N non-interacting spherical grains.
Each grain which has a complex conductivity σ∗

g and a dipolar coefficientβ∗ is embedded
in a medium of complex conductivity σ∗

e . The electric potential at a given distance of the
dipoles then reads

Ψ∗ =−E · r
[

1−Nβ∗
( a

r

)3
]

, (3.10)

where a is the characteristic radius of a grain with a dipolar coefficient β∗. The system
consisting of N dipoles and its surrounding fluid can be also considered as an homoge-
neous medium of dipolar coefficient β∗

m . This scenario is depicted in Figure 3.2b. In this
case, the electric potential outside this medium yields

Ψ∗
out =−E · r

[
1−β∗

m

(
R

r

)3]
, (3.11)

where R is the characteristic length of pseudo-homogeneous medium of complex con-
ductivityσ∗

m . Laplace can be applied to the interior of the pseudo-homogeneous medium

∆Ψ∗
i n (r < R) = 0, (3.12)

yielding
Ψ∗

i n (r < R) = A×E · r, (3.13)

where A is an integration constant. This constant can be eliminated using the following
boundary conditions

σ∗
m

(
∂Ψ∗

i n

∂r

)
r=R

= σ∗
e

(
∂Ψ∗

out

∂r

)
r=R

,

Ψ∗
i n(R) = Ψ∗

out (R), (3.14)
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which yield

β∗
m = σ∗

m −σ∗
e

σ∗
m +2σ∗

e
. (3.15)

Equating Equation 3.10 and Equation 3.11 leads to

β∗
m =β∗ N a3

R3 =β∗φs , (3.16)

where φs is the volume fraction associated to the N particles. From the previous equation
it can be deduced that

σ∗
m =σ∗

e (ω)
1+2φsβ

∗

1−φsβ∗ . (3.17)

In order to obtain the traditional Maxwell–Wagner relation, it is necessary to assume that

β∗ =
σ∗

g −σ∗
e

σ∗
g +2σ∗

e
. (3.18)

The combination of Equations 3.17 and 3.18 leads to

σ∗
m −σ∗

e

σ∗
m +2σ∗

e
=φs

σ∗
g −σ∗

e

σ∗
g +2σ∗

e
. (3.19)

This relation is given in terms of ε∗ as Equation 6 in Sen et al. [1981]. As stated by Sen et
al. under their Equation 6, the Maxwell-Wagner expression is also known as the Clausius-
Mossotti or Maxwell-Garnett relation. In most experimental studies, the core material of a
colloidal particle can be considered as purely dielectric (non-conducting). This is the case
for most silica-based particles for example. The medium can then be seen as an electrolyte
solution in which there are the dielectric holes. Equation 3.19 leads to, assuming σg =0:

σm = σe
2
(
1−φs

)
2+φs

,

σm = σe for φs << 1. (3.20)

For low volume fractions, the medium conductivity is in good approximation equal to the
conductivity of the electrolyte.

Alternatively, it is possible to consider the system as N spheres of complex conductivity
σ∗

e embedded in an medium of complex conductivity σ∗
g . The porous media in this case

is an insulating medium in which there are pockets of electrolyte. One then gets:

σ∗
m −σ∗

g

σ∗
m +2σ∗

g
= (

1−φs
) σ∗

e −σ∗
g

σ∗
e +2σ∗

g
, (3.21)

which, assuming σe >>σg , leads to

σm = σg
1+2

(
1−φs

)
1− (

1−φs
) , (3.22)

σm = 0 for σg = 0. (3.23)
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This last relation implies that the matrix of grains, which can be seen as a porous media
with pockets of water, is not conducting.

In the case of sands and sandstones, one would be tempted to prefer Equation 3.21
over Equation 3.19, as intuitively there is more volume occupied by the grains than by
the water. However, the restrictions imposed on Equation 3.19 do not depend on the
volumetric ratio between grains and water. The two major hypotheses made to derive
Equation 3.19 are: (a) the grains are surrounded by electrolyte (this does not mean that
the volume of electrolyte should be more important than the volume of grains) and (b)
the interaction between grains are neglected. As discussed by Sen et al. [1981], the pore
space remains connected in the first order of approximation in most experimental stud-
ies, with the grains touching each other only at or on small, isolated regions of contact (see
p.784/785 in Sen et al. [1981]). This implies that the fluid phase remains continuous to very
low values of the porosity (very high values of the volume fraction) and this validates hy-
pothesis (a). As for hypothesis (b), the major consequence of dipole-dipole interaction is
usually that the dipoles tend to re-orient in the electric field, bringing particles in contact
along the electric field lines. This movement is not possible in sand, as the particles are
too large and too compacted to move. Multiple effects can most probably be neglected
as well in first approximation and, therefore, hypothesis (b) should be quite measurable.
Hypotheses (a) and (b) enable to approximate the porous medium as a concentrated sus-
pension of (spherical) grains which are immobile. Each grain is assumed to have the same
dipolar coefficient as it would have without the presence of its neighbors.

In Chassagne and Bedeaux [2008] an analytical expression is given for the dipolar co-
efficient of a spherical charged particle in an electrolyte, which reproduces within a few
percent the dipolar coefficient found by solving numerically the full set of electrokinetic
equations as presented in DeLacey and White [1981]. The expression is valid for the whole
range of particle’s charge, ionic strength and applied field frequency. A restriction for this
expression is that it has been derived assuming there is no interaction between particles.
This means in particular that a limiting case is when the electrolyte concentration is so low
that the grains’ double layers start to overlap significantly. In DeLacey and White [1981],
Chassagne and Bedeaux [2008] the colloidal particle could have an electrophoretic mo-
bility. As stated above, in the present case, the particles are immobile. This implies that
the electrophoretic term (defined as K̃U in Chassagne and Bedeaux [2008]) is set equal to
zero in the expression of β given by Equation 64 in Chassagne and Bedeaux [2008]. Adapt-
ing Equation 64 for the case of a non-moving sphere with a double layer thickness that is
smaller than the particle size (a valid assumption for micrometric particles in nearly all
experimental conditions) leads to Equation 49 in Chassagne and Bedeaux [2008] which is
given by (adapting the notations to the ones used in the present article):

β∗ =
σ∗

g −σ∗
e +σ∗

// +σ∗
⊥

σ∗
g +2σ∗

e +σ∗
// −2σ∗

⊥
, (3.24)

where σ∗
// and σ∗

⊥ accounts for the conductivities parallel and perpendicular to the grain’s
surface that arises from the polarization of the double layer. The derivation of the surface
charge density is given in Appendix A. The Stern layer contribution can be also considered
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as shown in Appendix B. In case there is no Stern layer, σ∗
// and σ∗

⊥ are given by

σ∗
// = σ// = 2

σe

κa

[
exp

(
e |ζ|
2kT

)
−1

]
,

σ∗
⊥ = − J1

J2
σ//, (3.25)

where ζ is the zeta potential of the particle, k is the Boltzmann constant and T the tem-
perature. The relation between zeta potential and surface charge density is discussed in
Appendix A. The Debye layer thickness κ−1 is given by

κ−1 =
√
ε0εe D

σe
. (3.26)

Furthermore

J1 = 1+λn a,

J2 = 1+ (1+λn a)2 ,

λ2
n = iω

D
, (3.27)

where D is the typical ionic diffusion coefficient. For simplicity, we here only consider a
symmetric monovalent electrolyte of valence 1 and assume that the diffusion coefficients
of the cation and the anion are equal. More general expressions can be found in Chassagne
and Bedeaux [2008]. One generally defines

Du = σ//

σe
= 2

κa

[
exp

(
e|ζ|
2kT

)
−1

]
. (3.28)

The factor Du is the so-called "Dukhin number" which expresses the ratio between the
parallel surface conductivity due to the ions in the double layer and the bulk conductivity.
This ratio was first given by Bikerman in 1940 Bikerman [1940], but given the name of
Dukhin who made significant progress in the work of particle polarization in electric fields
in the 1970-80’s Dukhin [1974].

A similar expression for Du is given by Equation 37 in Lyklema and Minor [1998]. This
expression is also valid for non-monovalent salts and this leads to the inclusion of valences
zk in their expression (z1 = −z2 = 1 is used here). Finally, the terms involving m2 and Θ2

are corrections for the ionic velocity in the neighborhood of the particle and the contri-
bution of the conduction of the ions in the Stern layer respectively. From Equations 3.24 –
3.28, one can get

β∗ =
σ∗

g −σ∗
e +σ//(1− J1/J2)

σ∗
g +2σ∗

e +σ//(1+2J1/J2)
. (3.29)

The combination of Equations 3.17 and 3.29 provides a new relation for the Maxwell-
Wagner expression for charged spheres:

σ∗
m =σ∗

e

[
σ∗

g +2σ∗
e +σ//(1+2J1/J2)

]
+2φs

[
σ∗

g −σ∗
e +σ//(1− J1/J2)

]
[
σ∗

g +2σ∗
e +σ//(1+2J1/J2)

]−φs
[
σ∗

g −σ∗
e +σ//(1− J1/J2)

] . (3.30)
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DC ELECTRIC FIELDS

In laboratory and field experiments, DC electric fields are traditionally used, primarily to
avoid crosstalks and electromagnetic interferences within the equipment and wiring. In
that case, one gets J1/J2 = 1/2. As σg = 0, it leads to

β∗(ω) = −1+Du/2

2+2Du
. (3.31)

Assuming that Du is small (which is a reasonable assumption when κa is quite large), one
gets

β∗(ω) ' −1

2

(
1− 3

2
Du

)
. (3.32)

Substituting this result into Equation 3.17 leads to

σm =σe
1−φs (1−3Du/2)

1+φs (1−3Du/2)/2
, (3.33)

which is the conductivity of a sandstone consisting of charged spheres in an electrolyte.
One can verify that forσ// = 0, i.e. uncharged spheres, one recovers the traditional Maxwell-
Wagner expression, Equation 3.19. To obtain porosity, the porous medium conductivity
σm is usually fitted as function of the electrolyte conductivity σe according to Archie’s law
Archie [1942] that reads

σm =φmσe , (3.34)

where m is an empirical coefficient, often called the cementation exponent (or index) Sen
et al. [1981], found by fitting the data. Making the equivalence between Equation 3.33 and
Equation 3.34 gives the following theoretical expression for m:

m ≡ ln

[
1− (1−φ)(1−3Du/2)

1+ (1−φ)(1−3Du/2)/2

]
/ln[φ]. (3.35)

3.2.2. BRUGGEMAN MODEL
The Bruggeman model is an alternative to the Maxwell-Wagner model given above. In
order to derive the Bruggeman expression, one traditionally makes use of the Maxwell-
Wagner relation Equation 3.19. The derivation is based on the evaluation of the mean
medium conductivity σm+1 of a two-component mixture at a step m+1 as function of the
conductivityσm at step m (Note that the subscript m should not be confused with Archie’s
cementation exponent m). Between step m and m+1, a small amount of one component
is added to the mixture and therefore the mean conductivity of the medium will slightly
change between the steps. A derivation can be found in Sen et al. [1981]. Instead of using
Equation 3.19, Equation 3.17 is used to find a more general expression for the Bruggeman
equation.

Let us assume that at step m = 1 the medium is composed of only electrolyte, thus
σ∗

m=1 = σ∗
e . The initial volume occupied by the electrolyte is V . At each next step m,

a small volume d vm of spheres and a small volume d ve of electrolyte is added to the
medium. Rewriting Equation 3.17 one finds that

σ∗
m+1 −σ∗

m

σ∗
m+1 +2σ∗

m
=φm+1β

∗
m , (3.36)
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where the grain volume fraction at step m +1 is defined by the ratio between the volume
of spheres added and the total volume (this definition stems from the derivations given in
Equations 3.10 – 3.16) :

φm+1 = d vm

Vm + vm
. (3.37)

The total volume Vm + vm is the sum of the volume of electrolyte Vm and the volume vm

of grains at step m.
The volume of spheres added is given by

d vm = a3d N , (3.38)

where d N represents the number of spheres added at the step m + 1. By definition the
volume fraction of the spheres is given by

φs = vm

Vm + vm
(3.39)

and, thus,

dφs = Vm

(Vm + vm)2 d vm = (
1−φs

) d vm

Vm + vm
= (

1−φs
)
φm+1. (3.40)

From Equations 3.36, 3.40, using the fact that σ∗
m+1 'σ∗

m and σ∗
m+1 −σ∗

m ≡ dσ∗
m one gets:

dσ∗
m

3σ∗
m

= dφs

1−φs
β∗

m , (3.41)

The dipolar coefficient βm of a sphere at step m is found from adapting Equation 3.29
leading to

β∗
m =

σ∗
g −σ∗

m +σ//(1− J1/J2)

σ∗
g +2σ∗

m +σ//(1+2J1/J2)
. (3.42)

Combining Equations 3.41 and 3.42, one can set-up the integral:∫ σ∗
m

σ∗
e

σ∗
g +2σ∗+σ// (1+2J1/J2)

σ∗
g −σ∗+σ// (1− J1/J2)

dσ∗

3σ∗ =
∫ 1−φ

0

dφs

1−φs
. (3.43)

This integration yields a new Bruggeman-type of relation:

(
σ∗

e

σ∗
m

)α (
σ∗

m −σ∗
g −σ// (1− J1/J2)

σ∗
e −σ∗

g −σ// (1− J1/J2)

)γ
=φ, (3.44)

with

α =
σ∗

g +σ// (1+2J1/J2)

3
(
σ∗

g +σ// (1− J1/J2)
) ,

γ =
σ∗

g +σ//

σ∗
g +σ// (1− J1/J2)

. (3.45)
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In the limit of uncharged grains σ// = 0 Equation 3.44 reduces to(
σ∗

e

σ∗
m

)1/3 σ∗
g −σ∗

m

σ∗
g −σ∗

e
=φ, (3.46)

which is usually referred to as the Hanai-Bruggeman-Sen formula and is equivalent to
Equation 21 in Sen et al. [1981].

DC ELECTRIC FIELDS

In the DC limit one gets σg = 0 and J1/J2 = 1/2, leading to(
σe

σm

)4/3 (
σm/σe −Du/2

1−Du/2

)2

=φ. (3.47)

At high ionic strengths, one expects that Du → 0 and

σm =σeφ
3/2 <σe , (3.48)

which is the limit for uncharged spheres, see Sen et al. [1981]. By analogy with Archie’s law
Equation 3.34, the cementation exponent is m = 3/2.

THE SHELL MODEL

The same mathematical derivations as given in Equations 3.10 – 3.17 can be applied to
evaluate the mean complex conductivity of a charged sphere surrounded by an electric
double layer. The model then obtained is called the shell model Chassagne et al. [2003]. A
sketch is given in Figure 3.3.

a) b)

Figure 3.3: a) Sphere with radius a of complex conductivity σg with a double layer of complex conductivity

σdl in an electrolyte solution of complex conductivity σe . b) Equivalent sphere of radius a +κ−1 of complex
conductivity σp in an electrolyte solution of complex conductivity σe .

Following the same lines of derivations as above, one can show that

σ∗
p −σ∗

dl

σ∗
p +2σ∗

dl

=φdl

σ∗
g −σ∗

dl

σ∗
g +2σ∗

dl

, (3.49)

where σ∗
dl is the complex conductivity associated to the double layer, σ∗

p is the complex
equivalent conductivity of the system consisting of the grain and its double layer (p stands
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for "particle" in the broad sense) and φdl is the volume fraction associated to the double
layer of thickness κ−1. Hence

φdl =
a3(

a +κ−1
)3 = 1

(1+1/(κa))3 ' 1− 3

κa
. (3.50)

Subsequently the dipolar coefficient of the particle (grain and double layer) can be evalu-
ated from

β∗ =
σ∗

p −σ∗
e

σ∗
p +2σ∗

e
. (3.51)

The analogy between Equations 3.29 and 3.51 was already pointed out in Chassagne et al.
[2003]. Note that the shell model does not account for the distortion of the double layer
(or any other layer) under the influence of the electric field, but only its polarization. This
implies that the shell model is only valid for large κa. Additional layers can similarly be
added, accounting for example for a Stern layer complex conductivity. This is discussed
in Appendix B.

MODEL OF SEN ET AL. [1981]
Sen et al. [1981] introduce the model of a self-similar rock. This model is based on the
traditional Bruggeman expression Equation 3.46. In their model, at each step m+1 a small
volume d vm is added to the mixture. Like in the derivation presented above, they assume
that σ∗

m=1 = σ∗
e and the volume of electrolyte is given by V at step m = 1. In the model

of Sen et al. [1981], the expression for φm+1, which can be compared to Equation 3.37, is
given by

φm+1 = d vm

V + vm
. (3.52)

The authors consider a two component mixture: one component is the electrolyte, the
other is composed of electrolyte and grains, and it is this second component that is added
at each step m. In their model, the volume of the first component (electrolyte) is therefore
not changing and Vm = V . Note that the fact that Vm does not vary at each step m does
not change the derivations given in Equations 3.40 – 3.46. In Sen et al. [1981] model, the
component made of electrolyte and grains is seen as a continuum and has therefore the
same properties at any scale. This enables them to set-up their self-similar rock model, as
depicted in Figure 1 in Sen et al. [1981].

The fact that the component made of electrolyte and grains has the same properties at
any particle’s radius (for a given volume fraction) is only valid in the case that the dipolar
coefficient of the particles do not depend on their size. This is strictly true for uncharged
spheres. In that case Equation 3.29 and Equation 3.51 reduce to:

β∗ =
σ∗

g −σ∗
e

σ∗
g +2σ∗

e
. (3.53)

which is indeed radius-independent. For charged spheres, the self-similar model is in
principle not valid. In fact, for particles with different sizes but having the same surface
density, we will see in the third section that the main contribution to the complex con-
ductivity of the granular medium arises from the smallest particles if they are present in a
reasonable amount.
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3.2.3. COMPARISON BETWEEN MODELS FOR CHARGED GRAINS
In this subsection the newly derived expressions for the Maxwell-Wagner and Bruggeman
expressions (Equations 3.30 and 3.44, respectively) are compared to other existing models.

A GENERAL MODEL

A common expression for σ∗
m of granular material is given by [e.g., Börner et al., 2016,

Vinegar and Waxman, 1984]:

σ∗
m =σ+σ∗

sur f +σ∗
h f , (3.54)

where σh f is associated to "high-frequency effects", σsur f to "surface conduction effects"
and σ is defined by the standard Archie’s law:

σ=φmσe . (3.55)

Note, in this case we have σm = Re(σm) 6= σ. This expression can be compared to the
one we obtained for the Maxwell-Wagner expression for charged spheres. We rewrite the
dipolar coefficient given in Equation 3.29:

β∗ = −1

2
+x,

x =
3
(
σ∗

g +σ//

)
2
[
σ∗

g +2σ∗
e +σ// (1+2J1/J2)

] . (3.56)

The complex conductivity of the granular medium can then be rewritten from Equation
3.17

σ∗
m = 1−φs

1+φs /2
σ∗

e + 3φs xσ∗
e

1+φs (1−x)+φ2
s (1/2−x/2

, (3.57)

which leads to

σ∗
m = 1−φs

1+φs /2
σe +

3φs xσ∗
e

1+φs (1−x)+φ2
s (1/2−x)/2

+ 1−φs

1+φs /2
iωε0εe . (3.58)

The equivalence, therefore, can be made:

σ ≡ 1−φs

1+φs /2
σe ,

σ∗
sur f ≡ 3φs xσ∗

e

1+φs (1−x)+φ2
s (1/2−x)/2

,

σ∗
h f ≡ 1−φs

1+φs /2
iωε0εe . (3.59)

Note, that in principle the decomposition is not unique and that both σsur f and σh f con-
tains high-frequency terms that are not zero. However, this decomposition is quite conve-
nient for a better comparison with other models, as will become clear in the next subsec-
tion.
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THE BUSSIAN MODEL

This model has originally been developed by Bussian [1983] and is based on the Brugge-
man expression. It describes the DC electric conductivity of a granular medium formed by
charged dielectric spheres in electrolyte solution. This model, and extensions thereof, are
presently widely used for porous materials Revil [2013]. From Equation 3.48, the cementa-
tion exponent is given by m = 3/2 for uncharged spheres. Assuming that the cementation
exponent will not be too different for charged spheres (which is true for small Du), Equa-
tion 3.46 can be re-written as

σm =σeφ
3/2

(
1−σg /σe

1−σg /σm

)3/2

, (3.60)

see, for example, Appendix A of Revil and Cathles [1999]. The Bussian model is obtained
by introducing a particle surface conductivity σs which is defined by σg ≡ σs . Assuming
that σs /σe ¿ 1 the Bussian model reads:

σm =σeφ
3/2

(
1+ 3

2

σs

σe

(
φ−3/2 −1

))
. (3.61)

Many authors [e.g., Börner et al., 2016, Leroy et al., 2008, Revil, 2013] subsequently define
a Dukhin number as

Du∗ ≡ σs

σe
. (3.62)

Let us now compare the Bussian model, based on Bruggeman, with the previous model
given by Equation 3.58, based on Maxwell-Wagner. Equation 3.58, which is equivalent to
Equation 3.17, gives for DC conditions, using Equations 3.59:

σm = σ+σsur f =
1−φs

1+φs /2
σe +σsur f ,

σsur f ' 9φs Duσe

4[1+φs (1−3Du/4)]
(3.63)

with Du ≡σ///σe . The last equivalence is obtained assuming that the term in φ2
s could be

omitted in Equation 3.59. Comparing Equations 3.63 with Equation 3.61 leads to

m ≡ ln

[
φ

3/2−φ/2

]
/ln

[
φ

]≡ 3/2,

σsur f ' 3

2
σs

(
1−φ3/2) . (3.64)

The approximation given in Equation 3.64 can be tested using characteristic values for the
porosity. For a sandstone with porosity 20%, one finds m = 1.21. For an unrealistically high
porosity 50%, one gets m = 1.32. This gives 20% difference with m = 3/2. This difference
between the Maxwell-Wagner and the Bruggeman model can be tested at high salinity,
when Du ' 0. The comparison with experimental data is done in the next subsection and
we will see that the difference between the models is not very significant. It is, therefore,
assumed that in good approximation,

φ3/2 ' 1−φs

1+φs /2
. (3.65)
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From Equation 3.64 can be deduced that

σsur f '
9

4
σs

φs

1+φs /2
. (3.66)

Comparing Equations 3.63 and 3.66 leads to

σ//

σs
≡ 1+φs (1−3Du/4)

1+φs /2
. (3.67)

In general, there will be some difference between σ// and σs . Only for low volume frac-
tion (high porosity) one will have σ// = σs . In that case, the Equation 3.65 is a very good
approximation.

Some authors [e.g., Leroy et al., 2008, Revil, 2013] have accounted for a complex surface
conductivity σs by extending the Bussian model. They define (see Equation 58 in Leroy
et al. [2008])

σ∗
s ∼ 3

a
Σ∗

S . (3.68)

The complex conductivity Σ∗
S is obtained from the derivation originally performed by

Schwarz [1962]. In Appendix C this surface conductivity Σ∗
S is discussed and linked to

σ//. The presence of the factor 2 is also explained in the Appendix. The conductivity σs

has to be scaled by a as Leroy et al. [2008] express Σ∗
S as function of Γ’s which are surface

charge density (number/m2) and not ionic densities (number/m³). In Appendix C Σ∗
S is

given as function of the ionic density nk (number/m3).

3.2.4. COMPARISON WITH MEASUREMENTS
In this subsection, the newly derived expressions for the Maxwell-Wagner and Bruggeman
expressions for charged spheres are compared to experimental data. All ionic conductivi-
ties are taken equal to the values found in Handbooks. The relative dielectric permittivity
of water is taken to be εe = 80 and the relative dielectric permittivity of the grain is taken
to be the value for silica εg = 5. The grains are assumed to be non conductive.

DC ELECTRIC FIELDS MEASUREMENTS

At low frequencies, for silica-based grains one can assume that σ∗
g = σg ¿ σe and the

Maxwell-Wagner and the Bruggeman expressions Equations 3.33 and 3.47 for uncharged
grains (Du = 0) in an electrolyte reduce to

σDu=0
m = σe

1−φs

1+φs /2
(Maxwell-Wagner),

σDu=0
m = σe

(
1−φs

)3/2 (Bruggeman). (3.69)

For low volume fractions, both expressions reduce to:

σDu=0
m

σe
=

(
1− 3

2
φs

)
for φs ¿ 1. (3.70)
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From Archie’ law, one gets:

σDu=0
m

σe
= (1−φs )m = 1−mφs for φs ¿ 1. (3.71)

From the equivalence it follows that m = 3/2.

Note that for the Bruggeman expression m = 3/2 is valid for the whole range of volume
fractions (for uncharged spheres). For the Maxwell-Wagner expression, the equivalence is
only true at low volume fractions. For arbitrary volume fractions Equation 3.35 should be
used with Du = 0. Figure 3.4 shows the differences between the Maxwell-Wagner and the
Bruggeman expressions in the case of glass spheres of different diameter. The data is taken
from Bolève et al. [2007]. The porosity required to fit the high ionic conductivity is 0.4 for
the Maxwell-Wagner expression and 0.46 for the Bruggeman expression. For all sizes the
surface charge is determined as function of ionic strength following the procedure given
in Appendices A and B (see Figure 3.10 in Appendix A). As can be seen from Figure 3.4,
for all particle sizes, the medium conductivity σm reduces to σDu=0

m for σe ≥ 10−2S/m as
expected. It is verified that for all particle sizes a value of q = 0.0062 C/m2 could be used
to model the data, regardless of ionic strength. This is possible because of the small de-
pendency of q on σe at low σe . For large σe the Dukhin number is in all cases in good
approximation zero. As the available measurements data presented in Figure 3.5 are ob-
tained for different porosities, it is convenient to renormalise the data using Equations
3.69 by

σe f f =σm/σDu=0
m . (3.72)

This normalization ensures that at high electrolyte conductivity (where Du = 0) all the
data should be on the σe f f = σe line. The similarly normalized Equations 3.30 and 3.44
are used to evaluate the theoretical curves. For all datasets, both porosity and mean par-
ticle size are known. As can be seen in Figure 3.5 there are little differences between the
Maxwell-Wagner and the Bruggeman approaches. Both models reproduce quite well the
data, and the values found for the surface charge are within reasonable values for silica-
based grains, see Appendix B. It is also clear that for all systems investigated, the Maxwell-
Wagner and the Bruggeman models for uncharged spheres can safely be used for ionic
conductivities larger than 10−2 S/m. This is to be expected, as the grains are all about
a ' 10 µm and therefore, for σe = 10−2 S/m,

κa ' a

√
σe

ε0εe D
' 850. (3.73)

For the largest surface charge tested (q = 0.3 C/m2), this gives Du ' 0.5.

The radius of a grain particle, a is related to permeability of porous rock κΛ, [Revil
and Cathles, 1999, Revil and Florsch, 2010]. The relationship for mono-disperse spherical
particles reads

κΛ = a2φ3

180
(
1−φ)2 . (3.74)
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Figure 3.4: Comparison between the Maxwell-Wagner and Bruggeman expressions for charged spheres using a
dataset for glass beads, given in Bolève et al. [2007].

3.2.5. AC ELECTRIC FIELDS MEASUREMENTS

Measurements in AC electric fields are quite difficult to perform as unwanted effects ham-
per the measurements, such as electrode polarization in the case of 2 electrodes measure-
ments Chassagne et al. [2016], or crosstalks in the case of 4 electrodes measurements [Niu
et al., 2016].

In the present subsection, the developed Maxwell-Wagner and Bruggeman expres-
sions for charged spheres are tested. As what was observed for DC electric fields, the
Maxwell-Wagner and Bruggeman expressions give very close results in the case of AC
fields, as can be observed in Figure 3.6. In particular both expressions give the same re-
laxation frequencies, which was to be expected. Iin the remainder of the subsection the
Maxwell-Wagner relation is utilized.

The measured data from Börner et al. [2016] is used in this study. The two experiments
represent the dielectric response of the same sandstone of 40% porosity, saturated with 3
mM NaCl, at 25 degrees Celcius and a pressure of 5 MPa. (experiments no 8 and 15 in
Börner et al. [2016]), before any injection of gas (hour 14 of the experiment, dark blue line
in Figure 9 of Börner et al. [2016]). As can be seen in the figure, even though the values
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Figure 3.5: Comparison of Maxwell-Wagner and Bruggeman models for granular media with a constant charge
density. The conductivity of granular media is normalized in order to avoid the dependence of electrical con-
ductivity on porosity. The data for consolidated sand, unconsolidated sand, Berea sandstone, Fontainebleau
sandstone and Munsteraner sandstone are taken from Koch et al. [2012], Slater and Glaser [2003], Glover et al.
[1994], Revil et al. [2014] and Weller et al. [2011], respectively. The conductivity of Bentheimer sandstone is mea-
sured using the setup described in Chapter 2 with the frequency of 10 kHz.

found are quite close in both experiments, the values of the medium conductivity differ
by 9%, even though the conductivity of the electrolyte was the same in both experiments
(0.037 S/m, see Table 2 in Börner et al. [2016]). An electrolyte conductivity of 0.037 S/m
corresponds roughly to a salinity of 2.5 mM NaCl. It is not clear why this salinity does not
correspond to the salinity given in Table 2. If the electrolyte conductivity is measured at
the end of the experiment, it could be that some chemical reaction has occurred within
the porous media resulting in a lowered electrolyte conductivity. As can be seen from Fig-
ure 3.7, there is a good match between the dielectric permittivity data and the theoretical
prediction when a value of a = 20 µm, a surface charge of 0.5 C/m2 and an electrolyte con-
ductivity of 0.037 S/m are used. At low frequencies, the theoretical prediction becomes
constant, while the data shows some increase, most probably due to parasitic electrode
effects. At the highest measured frequencies some deviation also occurs that can be due
to some unaccounted crosstalks. The electric conductivity found using the expression for
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Figure 3.6: Comparison between the Maxwell-Wagner and Bruggeman expressions for charged spheres using
various grain sizes.

charged spheres is slightly higher (by 20%) than the measured one, which is closer to the
conductivity found using the expression for uncharged spheres. One can try to improve
the fit, which would be possible by accounting for a Stern layer for example (see Appendix
B), as the amount of adjustable parameters is minimized.
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Figure 3.7: Conductivity and dielectric permittivity of a sandstone saturated with 3 mM NaCl. The symbols repre-
sent two different datasets from from Börner et al. [2016] . The red solid line shows Maxwell-Wagner relation for
uncharged spheres, the blue solid line shows the Maxwell-Wagner expression for charged spheres. The following
parameters are used: a = 20µm and a surface charge of 0.5 C/m2.

Recently, experiments were performed on a Portland sandstone, which contained some
amount of illite and kaolinite, as function of frequency, for a large range of ionic strength
Niu et al. [2016]. In that article, the measurements were analyzed using an extended Bus-
sian model making use of a Schwartz-like surface conductivity. Niu et al. [2016] and ref-
erences therein are referred for further details. From the low-frequency data given in
this paper a relation between the medium and electrolyte conductivity, given in Figure
3.8a, was found that enabled to estimate the Dukhin number Du, see Figure 3.8b, using
Equation 3.33. Note that in case of using the porosity given by the authors (0.2), Du be-
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comes negative at high ionic conductivities, which is the consequence of the fact that the
medium conductivity would then be larger than the conductivity of a comparable medium
(in terms of same porosity and particle size) but composed of uncharged spheres, which
is theoretically impossible. This is reflected in the crossing of the full blue curve and the
experimental curve (red circles) in Figure 3.8a. For most of the experimental data given
in Figure 3.5, it is also usually found that the Maxwell-Wagner expression for uncharged
spheres gives slightly highly values than the measured ones at high salinity, and that the
Bruggeman expression for charged spheres performs better. The porosity has to be ad-
justed to 0.05 in order to get a positive Dukhin number. This last value is not realistic, but
as can be seen in Figure 3.8b the Du numbers found from using porosities of 0.2 and 0.05
are quite close for the lowest conductivities. This can be understood by realizing that for
low frequencies and for large Du Equation 3.30 gives

σm 'σe
1+Du(1+φs /2)

1+Du(1−φs /4)
, (3.75)

which gives quite small differences for σm for φs between 0.8 and 0.95. In the remainder
of this subsection, the porosity will be kept equal to 0.2.
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Figure 3.8: Estimation of Du using measured data from Niu et al. [2016]. The values obtained for Du for a 0.2
porosity are given in Table 1 as Du(σm ) using Du and a as adjustable parameters. (a): Du(σm ) used as fit; (b)
Du(εm ) used as fit. See text for details.

Some of the data given in Niu et al. [2016] is replotted and fitted according to the
Maxwell-Wagner expression for charged spheres. Again, the number of adjustable vari-
ables is minimal. As recognized by Niu et al. [2016] (their comment in the legend of their
Figure 5), some artifacts are observed at very low and very high frequency. Like for the data
of Börner et al. [2016], parasitic electrode effects are present at very low frequencies, re-
sulting in an increase in the dielectric permittivity with decreasing frequencies, whereas a
constant value is expected. At high frequencies, other unwanted effects took place, result-
ing in unrealistic high values for the dielectric permittivity. In order to account for these
high-frequencies effects, we adjust the dielectric permittivity of the electrolyte in the vari-
able σe for each salinity to match the model prediction with the high frequency value of
the sandstone permittivity. The values used in the model are given in Table 1. Two types of
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fits are performed. Figure 3.9a shows the result of the low frequency fit of the conductivity
done be adjusting Du(σm) and Figure 3.9b shows the result of the dielectric permittivity
fit done be adjusting Du(εm). A value of 7 µm is found to be the best grain size for all the
fits. The value of q0 given in Table 1 could then be calculated for Du(σm or εm), a and
σe . The model clearly does not reproduce the features of the 0.105 S/m data for either the
Du(εm) or the Du(σm) fit. For lower ionic conductivities, the model gives reasonable pre-
dictions. Note however the large difference between the fit parameters for the 0.015 and
0.014 S/m conductivity data. They arise from the unexpected large differences between
the conductivities for these datasets.

σm 'σe
1+Du(1+φs /2)

1+Du(1−φs /4)
, (3.76)

which gives quite small differences for σm for φs between 80% and 95%. In the remainder
of this subsection, the porosity will be kept equal to 20%.
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Figure 3.9: Comparison of measured data from Niu et al. [2016] and the Maxwell-Wagner expression for charged
spheres.
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Table 3.1: Values used in the model (see text for details)

σe [S/m] 0.105 0.033 0.015 0.014
a [µm] 7 7 7 7
εe 5000 6000 4000 7000

Du(εm) 0.2461 0.3214 0.4999 0.6095
q0 [C/m2] 0.2461 0.3214 0.4999 0.6095
Du(σm) 0.0031 0.2699 0.9753 1.6444

q0 [C/m2] 0.02 0.4 0.65 1.03

3.3. MODELS FOR NON-SPHERICAL AND POLYDISPERSE SPHERES
In the previous subsection it was shown that the Maxwell-Wagner and Bruggeman models
for charged spheres enable one to estimate reasonably accurately the different amplitudes
and relaxation frequencies of the complex conductivity of granular systems. The fits were
not perfect for several reasons. One reason is the uncertainty of the measurement data.
Dielectric spectroscopy measurements are very difficult to perform accurately at low and
high frequencies for many technical reasons. From the results of the previous section, it
can be seen that even small deviations for the conductivity data results in large changes
in the fit results. High frequency inaccuracies in the dielectric permittivity increment (re-
sulting from inaccuracies in the phase measurement), on the other hand, can better be
compensated for. The other reasons for the discrepancies between the model and the
data stem from the model. The model was derived assuming that the particles were all
monodisperse spheres. Sandstones can contain polydisperse and/or non-spherical par-
ticles. In the present section we will briefly discuss on how to account for non-sphericity
and polydispersity.

3.3.1. NON-SPHERICAL PARTICLES

The dipolar coefficient in Equation 3.24, that was used to set-up both the Maxwell-Wagner
and the Bruggeman expressions for charged spheres, can quite easily be extended for
charged spheroidal particles. Such general expression is given as Equation 1 in Chassagne
and Bedeaux [2008]. Sen et al. give in the Appendix of Sen et al. [1981] similar expres-
sions for uncharged spheroidal particles and the associated the Bruggeman expression.
Clays can in first approximation be approximated by either prolate or oblate spheroids
Chassagne et al. [2009].

3.3.2. POLYDISPERSE SAMPLES

The Maxwell-Wagner and the Bruggeman expressions for charged spheres can easily be
extended to account for polydispersity. Let us assume that the granular material is poly-
disperse. For the sake of argument we only consider a granular material composed of two
types of grains (labeled 1 and 2), but the reasoning be extended to more classes of particles
in a straightforward manner. A relation between the different volume fractions is given by

1 = Vtot

Vtot
= Vw +V1 +V2

Vtot
=φw

s +φ1
s +φ2

s =φw
s +φs , (3.77)
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where φw
s , φ1

s , φ2
s represent the volume fractions of water, particles of type 1 and particles

of type 2. Equation 3.17 gives

σ∗
m =σ∗

e

1+2(φ1
sβ

∗
1 +φ2

sβ
∗
2 )

1− (φ1
sβ

∗
1 +φ2

sβ
∗
2 )

. (3.78)

Each dipolar coefficient can be written

β∗
k (ω= 0) ' −1

2

(
1− 3

2
Duk

)
, (3.79)

which enables to derive the DC conductivity of the polydisperse granular medium as

σm = 1−φs

1+φs /2
σe +

9(φ1
s Du1 +φ2

s Du2)σe

4[1+φs −3/4(φ1
s Du1 +φ2

s Du2)]
. (3.80)

From this equation it appears that the second term on the right-hand-side will be dom-
inated by the particle type displaying the highest product (φs Du). This could be partic-
ularly important in the case of shale sands as the clay fraction particles have typically a
smaller size and higher charge than the sand particles. If their volume fraction φs is large
enough, the medium conductivity σm at low salinity will therefore be dominated by the
clay fraction.

3.4. CONCLUSION
In this chapter, analytical expressions for the electrokinetic response of immobile grains
representative for (un)compacted sands and sandstones in an electrolyte solution are pre-
sented. The grains can be charged and the associated electrolyte can be of any ionic
strength. The main assumption made is that the grains’ double layers do not overlap. The
extension to spheroidal particles and polydisperse grains is given. The derived models
can be applied to a CO2 storage reservoir rock. Two main expressions are presented, one
based on the Maxwell-Wagner and the other on the Bruggeman formalism. It is found that
both expressions lead to not-so-different results, and that they could correctly reproduce
the features of some representative measured datasets given in the third section, using at
most two adjustable parameters. These parameters, the mean particle size and the parti-
cle’s mean surface charge (or the mean particle size and mean Dukhin number) are found
to be in the range of what can be expected for sands and sandstones. Percolation thresh-
olds are not considered, nor is pore clogging. This implies that the models are valid for
porous media in which each particle (grain) has nearly all of its surface in contact with the
electrolyte.

3.5. APPENDIX A: PH DEPENDENCE OF THE SURFACE CHARGE
So far, we only particles with a given zeta potential have been considered and the zeta
potential has been defined as being the surface potential of the particle: this implies that it
has been assumed that there is no Stern layer. The surface potential of the particle should
be linked to its surface charge since surface charge is a measurable quantity (by titration
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for example). The relation between surface charge density qeq (a) and potentialΨeq (a) is
given by Gauss’ law: (

∂Ψeq

∂r

)
r=a

= −qeq (a)

ε0εe
. (3.81)

Solving this equation requires to solve the non-linear Poisson-Boltzmann equation, how-
ever there exists a very good approximation for symmetric monovalent electrolytes [Russel
et al., 1989]:

qeq (a) = ε0εe kT

e
κ

[
2sinh

(
eΨeq (a)

2kT

)
+ 4

κa
tanh

(
eΨeq (a)

4kT

)]
. (3.82)

In most cases encountered experimentally κa >> 1 and Equation 3.82 can be simplified
to provide an expression forΨeq (a):

eΨeq (a)

kT
= 2 asinh

(
eqeq (a)

2ε0εe kTκ

)
. (3.83)

It is emphasized that qeq (a) is the surface charge density in the absence of any applied
electric field and that this surface charge can be pH/pK dependent. From the value of
qeq

(
pH,pK

)
the zeta potential ζ

(
pH,pK

)
can be back-calculated assuming that (1) there is

no Stern layer and (2) the shear plane is located at r = a from which one gets

Ψeq (a) = ζ. (3.84)

The salt-concentration dependence in Equation 3.82 through the term κ only reflects the
presence of the double-layer close to the particle’s surface, i.e. the presence of indiffer-
ent ions (ions that do not chemically interact with the surface). Some authors [Revil and

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

10
1

10
2

10
3

−0.5

−0.4

−0.3

−0.2

−0.1

0

Cs [mmol L
−1
]

q
e
q
 [
C
 m

−
2
]

 

 

pH = 6

pH = 7

pH = 8

pH = 9

 pH = 10

Figure 3.10: Evolution of the surface charge density with salt concentration

Glover, 1997] define qeq (a) = Q0
S = eΓ0

S in terms of charge dissociation parameters. They
have extremely complicated expressions as they account for multiple chemical reactions.
To give insight in what they do, only one reaction will be considered, ie:

− AH =−A−+H+. (3.85)
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The corresponding mass action law for the surface equilibrium is given by:

aH+
ΓA−

ΓAH
= K exp

(
eΨeq (a)

kT

)
, (3.86)

where the activity coefficient aH+ and the dissociation constant K are related to the pH of
the solution and the pK of the chemical reaction by

pH = − log(aH+ ) ,

pK = − log(K ) . (3.87)

The pH can be measured and the pK can be found in the Handbook of Chemistry. The
total concentration of surface sites reads:

Γ0 = ΓA− +ΓAH , (3.88)

while the surface charge density originating from the dissociated groups reads:

qeq (a) =Q0
S = eΓ0

S =−eΓA− . (3.89)

Combining the previous equations leads to:

Γ0 = ΓA−

[
1+ 10−pH

K exp
(
eΨeq (a)/kT

)]
. (3.90)

Note that usually one defines

ΨN = kT

e

[
pK−pH

]
ln(10) , (3.91)

in which case it is possible to write:

Γ0 = ΓA−

[
1+ 1

exp
(
e
[
Ψeq (a)−ΨN

]
/kT

)]
, (3.92)

from which one gets:

qeq (a) = −eΓ0 exp
(
e
[
Ψeq (a)−ΨN

]
/kT

)
exp

(
e
[
Ψeq (a)−ΨN

]
/kT

)+1
. (3.93)

In order to solve this equation, one should know Ψeq (a). An expression is given in Equa-
tion 3.82 which linksΨeq (a) and qeq (a). This gives us two equations with two unknowns.

3.6. APPENDIX B: INCLUSION OF A STERN LAYER
Ions in the Stern layer can also contribute to the medium conductivity and will also de-
pend on the existing dissociated surface sites. However, expressions for including a Stern
layer contribution will depend on several factors that are difficult, if not impossible to
quantify, to name a few: the exact position of the shear plane (defining which ions in the
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Stern layer will be mobile or not), the mobility of the ions in the Stern layer (which is most
probably different from their bulk mobility), the spatial extension of the chemisorbed
ions (which will define the inner and outer Helmholtz plane) [Dukhin, 1952]. This is why
the Stern layer conductivity (which can be in theory a complex number i.e. frequency-
dependent) is usually chosen to be an adjustable variable and included in the dipolar co-
efficient as an additional shell layer.

In the traditional description of the Stern layer however, the Stern layer is seen as a
dielectric medium, with no conductivity. One relates the surface potential Ψeq (a) to the
electric potential at the beginning of the diffuse layer Ψeq (a +d) by an unknown Stern
layer capacitance CSter n

CSter n = qeq (a)

Ψeq (a)−Ψeq (a +d)
(3.94)

When this occurs Equation 3.82 should be changed into [Russel et al., 1989]:

qeq (a +d) = ε0εe kT

e
κ

[
2sinh

(
eΨeq (a +d)

2kT

)
+ 4

κa
tanh

(
eΨeq (a +d)

4kT

)]
, (3.95)

as qeq (a +d) now represents the surface charge at the beginning of the diffuse double
layer. Solving the set of Equations 3.93,3.94 and 3.95 together with

qeq (a)+qeq (a +d) = 0 (3.96)

gives the value of surface charge density of the particle, qeq (a), as function of ionic strength,
pH and pK. From the same equations Ψeq (a) and Ψeq (a +d) can be obtained. The zeta
potential is not mentioned in this case. Above it was assumed that in the case of no Stern
layer,

Ψeq (a) = ζ (3.97)

In the presence of a Stern layer it is usually assumed that

Ψeq (a +d) = ζ. (3.98)

As d and CSter n remain unknown, changing the position of the shear plane will only affect
these parameters, so there is no benefit is discussing its exact position. The following
example gives the surface charge of silica as function of ionic strength assuming that the
Stern layer is a dielectric medium, using the following parameters, taken from Behrens
and Grier [2001]: pK = 7.5, CSter n = 2.9 [F/m2], Γ0 = 8 nm−2.

The traditional description of the Stern layer discussed above is to be adapted when
an electric field is applied to the system. It is then usually assumed that (part of) ions
are mobile within the Stern layer. This implies that the Stern layer is not a pure dielec-
tric medium, and that a Stern layer conductance should be accounted for. A Stern layer
conductivity can easily be added to the dipolar coefficient Equation 3.24, following the
procedure given in the shell model subsection. This leads to the new dipolar coefficient
[Chassagne et al., 2003]

β∗ =
σ∗

g −σ∗
e +σ//(1− J1/J2)+σ∗St

// +σ∗St
⊥

σ∗
g +2σ∗

e +σ//(1+2J1/J2)+σ∗St
// −σ∗St

⊥
, (3.99)
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where σ∗St
// and σ∗St

⊥ are the (complex) conductivities for the Stern layer parallel and per-
pendicular to the particle’s surface. By fitting data on suspensions, it was found that

σ∗St
// =σ∗St

⊥ = St ×σe , (3.100)

where St is a real coefficient, which make both σ∗St
// and σ∗St

⊥ real variables. This choice
gives the same local field as when no Stern layer is introduced and corresponds to what
many authors do: St is similar to theΘ introduced by Lyklema and Minor [1998] and sim-
ilar coefficients have been used by Kijlstra et al. [1992] and Rosen et al. [1993].

3.7. APPENDIX C: ELECTROKINETIC THEORY

GENERAL EQUATIONS
A general set of equations of standard Elekrokinetic theory can be found in DeLacey and
White [1981]-Mangelsdorf and White [1997]. Here, the analysis to electrolytes of type
”symmetric” electrolytes with equal ionic diffusion coefficients D+ = D− = D and of va-
lence z+ =−z− = 1 is presented. The considered charged particle is a spherical and dielec-
tric of radius a and is subjected to an electric field E0 of radial frequency ω. The origin of
the spherical coordinate system is the center of the particle. No fluid flow and no Stern
layer contributions are considered.

The following variables are considered:

Ψeq the equilibrium potential, no applied electric field

n+,eq the ionic density of positively charged ions, no applied electric field

n−,eq the ionic density of negatively charged ions, no applied electric field

ψ the potential due to the applied electric field

n+ the ionic density of positively charged ions due to the applied electric field

n− the ionic density of negatively charged ions due to the applied electric field

Ψtot al = Ψeq +δΨ,

n+,tot al = n+,eq +δn+,

n−,tot al = n−,eq +δn−, (3.101)

where, due to the spherical symmetry of the system

δΨ = (ψ− r )E0 cosθ,

δn+ = n+E0 cosθ,

δn− = n−E0 cosθ, (3.102)

with θ being the angle of the direction of the electric field.
In the case with no applied electric field, one obtains δΨ = δn+ = δn− = E0 = 0. Futher-
more, the following is introduced in Chassagne and Bedeaux [2008]:

nn = n++n− (similarly: nn,eq = n+,eq +n−,eq ),

nc = n+−n− (similarly: nc,eq = n+,eq −n−,eq ). (3.103)
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with

n+ = 1

2
(nn +nc ) and n− = 1

2
(nn −nc ) ,

n+,eq = 1

2

(
nn,eq +nc,eq

)
and n−,eq = 1

2

(
nn,eq −nc,eq

)
. (3.104)

The operator L that will be needed in the following is defined on a function f by:

L f = 1

r

d 2

dr 2 r f − 2 f

r 2 . (3.105)

NO APPLIED ELECTRIC FIELD

In the case with no applied electric field, the Poisson equation relatesΨeq to nc,eq by:

∇2Ψeq = −e

ε0ε1
nc,eq , (3.106)

where e is the absolute value of the electron charge, ε1 the relative dielectric permittivity of
the solvent and ε0 is the dielectric permittivity of vacuum. The electrochemical potential
µi ,eq of ion i is defined by:

µi ,eq = zi eΨeq +µ0
i ,eq +kT ln

(
ni ,eq

n0

)
, (3.107)

where µ0
i ,eq and n0 are reference chemical potential and density, respectively. k is the

Boltzmann constant and T is the temperature. The ionic fluxes are defined by:

Ji ,eq = −Dni ,eq

kT
5µi ,eq . (3.108)

Since the electrochemical potential in the system is constant one can write

µi ,eq (r ) = µi ,eq (∞),

zi eΨeq +µ0
i ,eq +kT ln

(
ni

n0

)
= zi e ·0+µ0

i ,eq +kT ln

(
n∞
n0

)
. (3.109)

This leads to the Boltzmann distribution:

ni ,eq = n∞ exp

(−eziΨeq

kT

)
. (3.110)

Hence, one can write

n+,eq = n∞ exp

(−eΨeq

kT

)
and n−,eq = n∞ exp

(
eΨeq

kT

)
,

nn,eq = 2n∞ cosh

(
eΨeq

kT

)
and nc,eq =−2n∞ sinh

(
eΨeq

kT

)
,

∆

(
eΨeq

kT

)
= 1

r

∂2

∂r 2

(
r

eΨeq

kT

)
= κ2 sinh

(
eΨeq

kT

)
. (3.111)
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The slip plane is defined, where the zeta potential is defined, as to coincide with the sur-
face of the particle:

Ψeq (r = a) = ζ. (3.112)

Far from the particle and its double layer (where sinh(Ψeq ) 'Ψeq ), the potential has the
asymptotic expression:

Ψ+
eq =Ψ0a exp(κa −κr )/r, (3.113)

where Ψ0 is an unknown coefficient which depends on ζ and κ and that can be found by
numerical integration in the general case.

WITH APPLIED ELECTRIC FIELD

The electrolyte is considered to be at rest in the frame of reference, hence forces of hy-
drodynamical origin are not considered. A more general set of equations can be found in
DeLacey and White [1981] and Mangelsdorf and White [1997]. If the applied electric field
is considered, Poisson links δΨ to δnc by

∇2δΨ= −1

ε0ε1

∑
eziδni = −e

ε0ε1
δnc . (3.114)

The Nernst-Planck (conservation of mass) equation can be written:

iωδni = D→5·
[

ni ,eq
→5

(
zi e

kT
δΨ+ δni

ni ,eq

)]
. (3.115)

Using the fact that
→5ni ,eq =−ezi

kT
ni ,eq

→5Ψeq , (3.116)

one can get:

iω

D
δni =4δni + ezi

kT

[
−ezi

kT
ni ,eq

→5Ψeq
→5δΨ+ni ,eq 4δΨ+→5δni

→5Ψeq +δni4Ψeq

]
.

From Equation 3.102 one has:

dδΨ

dr
=

(
dψ

dr
−1

)
E0 cosθ,

4rδΨ = −e

ε0ε1
(n+−n−)E0 cosθ = (Lψ)E0 cosθ,

dδni

dr
= dni

dr
E0 cosθ,

4rδni =
(
4ni − 2ni

r 2

)
E0 cosθ = E0 cosθLni . (3.117)

This leads to:

iω

D
ni = Lni + zi e

kT

dΨeq

dr

[−zi e

kT

(
dψ

dr
−1

)
ni ,eq + dni

dr

]
− zi e2ni ,eq

ε0ε1kT
(n+−n−)+ni

zi e

kT

[
d 2Ψeq

dr 2 + 2

r

dΨeq

dr

]
. (3.118)
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Rewriting this equation in terms of nn and nc , one gets:

Lnn = iω

D
nn + e

kT

dΨeq

dr

[
e

kT

(
dψ

dr
−1

)
nn,eq − dnc

dr

]
+ e2nc,eq nc

ε0ε1kT
−nc

e

kT

[
d 2Ψeq

dr 2 + 2

r

dΨeq

dr

]
,

Lnc = iω

D
nc + e

kT

dΨeq

dr

[
e

kT

(
dψ

dr
−1

)
nc,eq − dnn

dr

]
+ e2nn,eq nc

ε0ε1kT
−nn

e

kT

[
d 2Ψeq

dr 2 + 2

r

dΨeq

dr

]
.

The Poisson equation reduces to:

Lψ= −e

ε0ε1
(n+−n−) = −e

ε0ε1
nc . (3.119)

The boundary conditions at the surface of the particle for the electric potentials are:

ε0ε2

(
d (δΨ2)

dr

)
r=a

= ε0ε1

(
d (δΨ)

dr

)
r=a

,

δΨ2(a) = δΨ(a), (3.120)

where δΨ2 is the potential inside the dielectric sphere and is a solution of the Laplace
equation (∆δΨ2 = 0), which gives:

δΨ2 =−E2r cosθ, (3.121)

where E2 is a coefficient that can be eliminated by combining Equations 3.120:(
d (δΨ)

dr

)
r=a

= ε2

ε1

δΨ(a)

a
,(

dψ

dr

)
r=a

− ε2

ε1

ψ(a)

a
= ε1 −ε2

ε1
. (3.122)

The no-flux condition provides the last boundary condition:

(Ji ·er )r=a = 0, (3.123)

which for the electrolyte considered here leads to:

d

dr

[
eδΨ+kT

δn+
n+,eq

]
r=a

= 0,

d

dr

[
−eδΨ+kT

δn−
n−,eq

]
r=a

= 0. (3.124)

These equations give:

n+,eq
e

kT

(
dψ

dr
−1

)
+ dn+

dr
+n+

e

kT

dΨeq

d x
= 0 in r = a,

−n−,eq
e

kT

(
dψ

dr
−1

)
+ dn−

dr
−n−

e

kT

dΨeq

dr
= 0 in r = a. (3.125)
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Summing and substracting these two equations one gets:

e

kT

(
dψ

dr
−1

)
nc,eq + dnn

dr
+nc

e

kT

dΨeq

dr
= 0 in r = a,

e

kT

(
dψ

dr
−1

)
nn,eq + dnc

dr
+nn

e

kT

dΨeq

dr
= 0 in r = a. (3.126)

Beyond the double layer (for r À a +κ−1), one has:

Ψeq → 0,

dΨeq

dr
→ 0

nc,eq → 0,

nn,eq → 2n∞ (3.127)

and the equations eqs.(3.119) reduce to:

Ln+
n = iω

D
n+

n ,

Ln+
c =

(
κ2 + iω

D

)
n+

c , (3.128)

which can be solved analytically [Chassagne et al., 2003]:

n+
n = Cn

1+λnr

r 2 exp[−λn (r −a)] and λn =
p

iω/D ,

n+
c = Cc

1+λc r

r 2 exp[−λc (r −a)] and λc =
√
κ2 + iω/D .

As n+
c ' 0 beyond the double layer, Equation 3.119 can be solved analytically beyond the

double layer in:

ψ+ = β
a3

r 2 ,

dψ+

dr
= −2

r
ψ+, (3.129)

where β is the dipolar coefficient to be found.

ANALYTICAL THEORY
In Chassagne et al. [2003] a new analysis is presented. The analysis is presented here in a
different way.
The boundary conditions, Equations 3.120 and 3.123, are now replaced by new ones which
will allow us to get an analytical solution. New boundary conditions, can be written for the
symmetric electrolyte as:

δΨ+(a) = δΨ2(a), (3.130)
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ε0ε2

(
∂δΨ2

∂r

)
r=a

−ε0ε1

(
∂δΨ+

∂r

)
r=a

= δρS (a), (3.131)

iωδnS
i (a) =−∇· JS

i ,q(a)− J+i ,⊥(a), (3.132)

where:

δΨ+(r ) =
(
−r +βa3

r 2

)
E0 cosθ as one has: ∆δΨ+ = 0,

δΨ2(r ) = −E2r cosθ,

δρS (a) = ∑
i

eziδnS
i (a) = eδnS

+(a)−eδnS
−(a) = eδnS

c (a),

δnS
i (a) = 1

a2

∫ ∞

a
r 2 [

δni −δn+
i

]
dr,

JS
i ,q(a) = 1

a

∫ ∞

a
r
[

Ji ,q− J+i ,q

]
dr,

= −D

a

∫ ∞

a
r
[

ni ,eq −n+
i ,eq

]
dr ·∇q

[
zi e

kT
δΨ+(a)+ δn+

i (a)

n∞

]
. (3.133)

∇q [zi eδΨ(r )/kT +δni (r )/n∞] and ∇q
[
zi eδΨ+(r )/kT +δn+

i (r )/n∞
]

are assumed to vary
slowly in the double layer and are equal to the extrapolated value∇q

[
zi eδΨ+(a)/kT +δn+

i (a)/n∞
]
.

This means that one can make the common local equilibrium assumption for the electro-
chemical potentials δµi and δµ+

i

J+i ,⊥(a) =−D
∂

∂r

[ zi en∞
kT

δΨ+(r )+δn+
i (r )

]
r=a

. (3.134)

One defines J1 and J2 such that:

δn+
n (a) = Cn

J1

a2 E0 cosθ with J1 = 1+λn a,(
∂δn+

n

∂r

)
r=a

= −Cn
J2

a3 E0 cosθ with J2 = 2+2λn a +λ2
n a2. (3.135)

The two first boundary conditions lead to:

E2 = E0
(
1−β)

,

δρS (a) = [
ε0ε2

(
β−1

)+ε0ε1
(
1+2β

)]
E0 cosθ. (3.136)

Note that one can also evaluate δρS (a) from:

δρS (a) = eδnS
c (a) = e

a2

∫ ∞

a
r 2 [

δnc −δn+
c

]
dr

= −ε0ε1

a2

∫ a+κ−1

a
r 2∆

(
δΨ−δΨ+)

dr = −ε0ε1

a2

∫ a+κ−1

a

∂

∂

(
r 2 ∂

(
δΨ−δΨ+)

∂r

)
dr

= ε0ε1

[
ε2

ε1

(
∂δΨ2

∂r

)
r=a

−
(
∂δΨ+

∂r

)
r=a

]
= −ε0ε2E2 cosθ+ε0ε1

(
1+2β

)
E0 cosθ = [

ε0ε2
(
β−1

)+ε0ε1
(
1+2β

)]
E0 cosθ.
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In order to evaluate the third boundary condition one has to get:

J+i ,⊥(a) = D

[
zi en∞

kT

(
1+2β

)+ J2

2a3 Cn

]
E0 cosθ, (3.137)

JS
i ,q(a) = −D

a

∫ ∞

a
r
[

ni ,eq −n+
i ,eq

]
dr · 1

a

∂

∂θ

[
zi e

kT
δΨ+(a)+ δn+

i (a)

n∞

]
·eθ

= D

a

[
zi e

kT

(
β−1

)+ J1

2n∞a3 Cn

]
E0 sinθ ·

∫ ∞

a
r
[

ni ,eq −n+
i ,eq

]
dr ·eθ,

∇· JS
i ,q(a) = 1

a sinθ

∂

∂θ

[
sinθJ S

i ,q(a)
]

= 2D

a2

[
zi e

kT

(
β−1

)+ J1

2n∞a3 Cn

]
E0 cosθ ·

∫ ∞

a
r
[

ni ,eq −n+
i ,eq

]
dr.

Writting the last boundary condition as a function of δnS
n and δnS

c , one gets:

iωeδnS
n(a) = iω

[
eδnS

+(a)+eδnS
−(a)

]=−∇·[eJS
+,q(a)+eJS

−,q(a)
]−[

e J+−,⊥(a)+e J++,⊥(a)
]

,

iωeδnS
c (a) = iω

[
eδnS

+(a)−eδnS
−(a)

]=−∇·[eJS
+,q(a)−eJS

−,q(a)
]−[

e J+−,⊥(a)−e J++,⊥(a)
]

.

One gets:

[
e J+−,⊥(a)+e J++,⊥(a)

]
= eD

J2

a3 CnE0 cosθ

= σ1Cn
J2kT

2en∞a3 E0 cosθ, (3.138)[
e J+−,⊥(a)−e J++,⊥(a)

]
= D

2e2n∞
kT

(
1+2β

)
E0 cosθ

= ε0ε1Dκ2 (
1+2β

)
E0 cosθ

= σ1
(
1+2β

)
E0 cosθ (3.139)

with

σ∗
2 = iωε0ε2 and σ∗

1 =σ1 + iωε0ε1,

σ1 = ε0ε1κ
2D. (3.140)

One has also:

−∇·[eJS
+,q(a)+eJS

−,q(a)
] = σ1

[
2
(
β−1

)
Ic,eq + J1kT

en∞a3 Cn In,eq

]
E0 cosθ,

−∇·[eJS
+,q(a)−eJS

−,q(a)
] = σ1

[
2
(
β−1

)
In,eq + J1kT

en∞a3 Cn Ic,eq

]
E0 cosθ,



3

58
3. NEW ELECTROKINETIC MODELS FOR THE COMPLEX ELECTRICAL CONDUCTIVITY OF

POROUS MEDIA

where

In,eq = −1

2a2n∞

∫ ∞

a
r
[

nn,eq −n+
n,eq

]
dr

= −1

a2

∫ ∞

a
r

[
cosh(

eΨeq

kT
)−1

]
dr, (3.141)

Ic,eq = −1

2a2n∞

∫ ∞

a
r
[

nc,eq −n+
c,eq

]
dr

= 1

a2

∫ ∞

a
r sinh

(
eΨeq

kT

)
dr, (3.142)

where one can use the fact that

Ψ+
eq = 0,

n+
c,eq = 0,

n+
n,eq = 2n∞. (3.143)

Ic,eq can be further evaluated:

Ic,eq = −1

2a2n∞

∫ ∞

a
r
[

nc,eq −n+
c,eq

]
dr = ε0ε1

2ea2n∞

∫ ∞

a
r∆

(
Ψeq −Ψ+

eq

)
dr

= ε0ε1

2a2n∞e

∫ ∞

a

∂2

∂r 2

(
rΨeq

)
dr

= −1

(κa)2

[
eΨeq (a)

kT
+a

(
∂
(
eΨeq /kT

)
∂r

)
r=a

]
. (3.144)

Finally, one gets:

iωeδnS
n(a) = iω

[
eδnS

+(a)+eδnS
−(a)

]
= K1

[
2
(
β−1

)
Ic,eq + kT

en∞a3 Cn

(
J1In,eq − J2

2

)]
E0 cosθ,

iωeδnS
c (a) = iω

[
eδnS

+(a)−eδnS
−(a)

]
= K1

[
2
(
β−1

)
In,eq + kT

en∞a3 Cn J1Ic,eq − (
1+2β

)]
E0 cosθ.

One has 4 equations and 5 unknown: Cn ,E2,β,δnS
i (a) and one needs therefore a fifth

equation. This equation is provided by the explicit form of δnS
i (a) in the low-zeta po-

tential case [Chassagne and Bedeaux, 2008], and by a relation between the δnS
i (a) in the

high potential case.
One assumes the relation between δnS

n(a) and δnS
c (a) be:

δnS
n(a) = γδnS

c (a). (3.145)

From the two equations for δρS (a) = eδnS
c (a) one finds:

iωε0ε2
(
β−1

)+ iωε0ε1
(
1+2β

) = σ1

[
2
(
β−1

)
In,eq + kT

en∞a3 Cn J1Ic,eq − (
1+2β

)]
,

Ic,eqσ1 J1
kT

en∞a3 Cn = β
(
σ∗

2 +2σ∗
1 −2σ1In,eq

)−σ∗
2 +σ∗

1 +2K1In,eq .
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From the relation between δnS
n(a) and δnS

c (a) one finds:

kT

en∞a3 Cn = 2β
(
γIn,eq − Ic,eq −γ)−γ−2γIn,eq +2Ic,eq(

In,eq −γIc,eq
)

J1 − J2/2
. (3.146)

Inserting the value of Cn in eq.(3.146), one gets:

β

[
σ∗

2 +2σ∗
1 −2σ1In,eq +σ1 J1Ic,eq

4
[
Ic,eq −γ(

In,eq −1
)]

2J1
(
In,eq −γIc,eq

)− J2

]

=
[
σ∗

2 −σ∗
1 −2σ1In,eq +σ1 J1Ic,eq

4
[
Ic,eq −γ(

In,eq +1/2
)]

2J1
(
In,eq −γIc,eq

)− J2

]
. (3.147)

In the semi-analytic approach that will be discuss below, the integrals Ic,eq and In,eq are
evaluated numerically, having

γ= In,eq /Ic,eq .

For frequencies such as ω<< Dκ2 (which means that σ∗
1 'σ1 and σ∗

2 ' 0(σ1)) the expres-
sion for β can be simplified into:

β=
J2 +2In,eq (−J1 + J2)+4J1

(
I 2

c,eq − I 2
n,eq

)
−2J2 +2In,eq (2J1 + J2)+4J1

(
I 2

c,eq − I 2
n,eq

) . (3.148)

For low zeta potentials, one can evaluate:

In,eq = 0 (therefore γ= 0)

Ic,eq = 1

a2

∫ ∞

a
a

eζ

kT
exp(−κ(r −a))dr

= eζ

kT

[
exp(−κ(r −a))

−κa

]∞
a

= eζ

kT

1

κa
. (3.149)

One therefore obtains:

β = σ∗
2 −σ∗

1 −4(J1/J2)σ1 (eζ/kT )2 /(κa)2

σ∗
2 +2σ∗

1 −4(J1/J2)σ1 (eζ/kT )2 /(κa)2
, (3.150)

Cn = a
ε0ε1

e
κa

eζ

kT

2
(
β−1

)
J2

, (3.151)

Cc = a
ε0ε1

e

λc a

2+λc a

(
1+2β+ ε2

ε1

(
β−1

))
.

(3.152)

This is the expression for β is derived in Chassagne et al. [2003].
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Note that

β= σ∗
2 −σ∗

1

σ∗
2 +2σ∗

1

and Cn = 0 if eζ/kT = 0. (3.153)

For high zeta potentials, the assumption is made that the counterions dominate in the
double layer, so one has:

In,eq = −Ic,eq if ζ> 0

= Ic,eq if ζ< 0

The expression for the elektrokinetic surface charge density (∂Ψeq /∂r )r=a in terms of zeta
potential has been tabulated and a good approximation for a symmetric electrolyte, valid
for all zeta potentials and κa & 0.5 is:

Ic,eq = −1

(κa)2

[
eΨeq (a)

kT
+a

(
∂
(
eΨeq /kT

)
∂r

)
r=a

]
,

= −1

(κa)2

[
eζ

kT
−κa

[
2sinh

(
eζ

2kT

)
+ 4

κa
tanh

(
eζ

4kT

)]]
.

(note that this formulation for Ic,eq is also valid for low potentials)

This gives expression of β that is derived in Chassagne et al. [2003]

β = σ∗
2 −σ∗

1 +2σ1q∗/(κa) (1− J1/J2)

σ∗
2 +2σ∗

1 +2σ1q∗/(κa) (1+2J1/J2)
, (3.154)

q∗ = 2sinh

(
e |ζ|
2kT

)
+ 4

κa
tanh

(
e |ζ|
4kT

)
− 1

κa

(
e |ζ|
kT

)
, (3.155)

Cn = −a
ε0ε1

e
(κa)2 2β+1

J2
. (3.156)

THE SCHWARTZ MODEL
Schwartz [Schwarz, 1962] was one of the first with O’Konski [O’Konski, 1960] to develop
models for the polarization of colloids. Schwartz ’s model is still widely used in the current
models of the conductivity of granular material (e.g. Revil and Florsch [2010]). However
the model of Schwartz, when applied to the polarization of a double layer, is by construc-
tion limited to frequencies such that f À fa where fa is defined in the introduction. As
discussed by Lyklema et al. [Lyklema et al., 1983], Schwartz attributed the double-layer
polarization entirely to counterions bound to the spherical particle in a thin layer. Ex-
change between the bulk and the layer of surface conductivity was assumed to be absent.
This explains why the contribution σ∗

⊥ which appears in Equation 3.24 is not apparent in
the derivation of Schwartz. Without re-deriving the model found by Schwartz, it is here
only shown where the differences between the full model (as found by numerical integra-
tion, and correctly reproduced by Equation 3.24) and the model of Schwartz arise. The
derivation details can be found in Schwarz [1962] and Chassagne and Bedeaux [2008].

An alternating electric field Eext of frequency ω is applied along the z-axis. Because of
symmetry, spherical coordinates are chosen. The ionic density ñk (number/m3) of ion k
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and the electric potential Ψ̃ (V) can expressed as perturbation around their equilibrium
values nk,eq and Ψeq (the equilibrium is defined as the situation when no electric field is
applied):

ñk = nk,eq +δñk exp(iωt )cos(θ) ,

Ψ̃ = Ψeq +δΨ̃exp(iωt )cos(θ) . (3.157)

To first order in the perturbation (neglecting the small products like δñkδΨ̃ terms) the
ionic fluxes are given by

J̃k =−Dk nk,eq

kT
∇

(
kT

δñk cos(θ)

nk,eq
+ zk eδΨ̃cos(θ)

)
, (3.158)

where Dk is the ionic diffusion of ion k and zk its valence, e is the absolute value of the
electron charge. The conservation equation yields:

∂ñk

∂t
+∇·̃Jk = 0. (3.159)

From Equations 3.158 and 3.159, one can obtain:

iωδñk cos(θ) = Dk∇·
[

nk,eq∇
(
δñk cos(θ)

nk,eq
+ zk e

kT
δΨ̃cos(θ)

)]
. (3.160)

Each of the last two equations depends on the parallel (along r ) and perpendicular (along
θ) to the electric field direction:

∇=∇r +∇θ . (3.161)

In Schwartz’ model there is no dependence of the variables on r implying that the term
in ∇r is zero. For distances close to r = a one finds, for the ion k which represents the
counterion:

iωδñk cos(θ) = Dk nk,eq∇θ·
[
∇θ

(
δñk

nk,eq
cos(θ)+ zk e

kT
δΨ̃cos(θ)

)]
= Dk

a2

nk,eq

sin(θ)

∂

∂θ

[
sin(θ)

∂

∂θ

(
δñk

nk,eq
cos(θ)+ zk e

kT
δΨ̃cos(θ)

)]
.

This last equation is Equation 15 in Schwarz [1962]. Re-arranging this equation leads to:[
iωa2

2Dk
+1

]
δñk

nk,eq
=− zk e

kT
δΨ̃. (3.162)

One can then define a characteristic time τk and frequency ωk (similar to the frequency
ωa = 2π fa defined in the introduction)

ωk = 2Dk

a2 = 1

τk
. (3.163)

This is the time τk defined by Equation 50 in Leroy et al. [2008] and by Equation 21 in
Lyklema et al. [1983]. Note, however, that Lyklema et al. [1983] (as it is done in this chap-
ter) uses the bulk diffusion coefficient Dk whereas Leroy et al. [2008] introduces a "known
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Stern layer diffusion coefficient" (text under their Equation 50) as Leroy et al. [2008] that
considers a particle with a polarizable Stern layer and no diffuse layer. In a later article by
the same research group, see Revil and Florsch [2010], the authors state that "Surface con-
ductivity corresponds to the electrical conduction in the electrical double layer coating
the surface of the grains. Apparently, two contributions can therefore coexist. The first is
the electrical conduction in the diffuse layer and the second is the electrical contribution
of the Stern layer as described for instance in the dynamic Stern layer model of Zukoski
and Saville [1986]. In fact the standard models for the polarization of a charged colloidal
particle in an electrolyte usually only consider the polarization of the double layer, which
leads to the surface conductivities σ∗

⊥ and σ// in Equation 3.24. The inclusion of the Stern
layer conductivity can be done by adapting the boundary at the particle’s surface Mangels-
dorf and White [1997], Zukoski and Saville [1986], or by the analytical methods detailed in
Appendix B. Here, the Schwartz model is applied to the polarization of the double layer
only, and the Stern layer is not considered.

Equation 3.158 yields for the case considered by Schwartz:

J̃k =−Dk

a

(
∂

∂θ
[δñk cos(θ)]+ zk e

kT
nk,eq

∂

∂θ

[
δΨ̃cos(θ)

])
. (3.164)

From Equation 3.162 one gets

δñk cos(θ) = −nk,eq

iωτk +1

zk e

kT
δΨ̃cos(θ) . (3.165)

This equation is similar to Equation 49 in Leroy et al. [2008]. Combining Equations 3.164
and 3.165 one obtains:

e J̃k = − zk e2Dk

kT
nk,eq

(
iωτk

iωτk +1

)
1

a

∂

∂θ

[
δΨ̃cos(θ)

]
= zk e2Dk

kT
nk,eq

(
iωτk

iωτk +1

)
Ẽθ. (3.166)

The electric field Ẽθ is the local electric field in the vicinity of the particle due to the ap-
plication of the electric field. It is from this last equation that most authors define their
surface conductivity, see for example Equations 55 and 56 in Leroy et al. [2008]. Following
these authors, a complex surface conductivity Σ∗

S is defined:

e J̃k = Σ∗
S Ẽθ,

Σ∗
S = zk e2Dk

kT
nk,eq (a)

(
iωτk

iωτk +1

)
. (3.167)

Contrary to the expression for the surface conductivity σ// that is given in Equation 3.25,
Σ∗

S is a complex number and frequency-dependent. The reason is that Σ∗
S contains terms

proportional to both σ// and σ∗
⊥. By accounting for both the parallel (along r ) and per-

pendicular (along θ) component in Equation 3.160, it is possible to evaluate completely
the ionic fluxes. The full analytical derivation can be found in Chassagne and Bedeaux
[2008]. The equivalence between Σ∗

S and σ// can however be made in the special case of
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frequencies such that ωÀ 1/τk . In that case the polarization of the double layer is mainly
due to the movement of ions in the θ direction (parallel to the particle’s surface) and there
is nearly no influx of ions from the r direction perpendicular to the surface (σ∗

⊥ ' 0) that
would lead to an additional contribution in the parallel direction. Equation 3.167 gives for
ωÀ 1/τk , assuming as in the previous section that |zk | = 1 and Dk = D

Σ∗
S → e2D

kT
nk,eq (a). (3.168)

A relation between surface charge qeq (a) and zeta potential is given in Equation 3.83 of
Appendix A. Using the fact that for an infinitely thin double layer, one has in good approx-
imation qeq (a) ' eank,eq (a) (where ion k represents the counterion) and one obtains:

nk,eq (a) ' n∞
2

κa
exp

(
eΨeq (a)

2kT

)
. (3.169)

As, by definition,

σe = 2e2n∞D

kT
, (3.170)

it can be deduced that
Σ∗

S =σ///2 (for ωÀ 1/τk ). (3.171)

The factor 2 appears because in Equation 3.167 only counterions were considered, and
that by definition the ionic conductivity σe depends on both co- and counterions (hence
the 2 in Equation 3.170). In the present appendix, the definition of σ// used by a large
community of colloid scientists has been adopted, however, in Chassagne and Bedeaux
[2008] a different definition was used, in which case Equation 3.171 would reduce to Σ∗

S =
σ// (for ωÀ 1/τk ).





4
DIELECTRIC SPECTROSCOPY OF

SATURATED POROUS MEDIA:
COMPENSATION FOR ELECTRODE

POLARIZATION AND

PSEUDO-INDUCTANCE EFFECT

There is no use of running fast
when you are on the wrong road...

Proverb

4-electrode setups are usually used to measure the dielectric response of sands and sand-
stones, as it is known that 2-electrode systems are sensitive to unwanted electrode polariza-
tion at low frequencies. Electrode polarization (EP) occurs in the frequency range where the
characteristic relaxation associated to the grain size occurs.

Nonetheless, it is shown in this chapter that the parameters of interest for CO2 storage moni-
toring (porosity, salinity) can easily be extracted from the frequency range 1 - 10 kHz, beyond
the one affected by EP.

An additional unwanted effect (”pseudo-inductance”) arises in the frequency range 10 kHz -
1 MHz. The origin of this effect is unknown. However, it is discussed that this phenomenon
is not associated to any measurement error. The model we propose accounts for all three
spectral regions with the pseudo-inductance as only adjustable parameter. In particular,
we show that the bulk polarization region (which is the one of interest) can be modeled
with no adjustable parameters.
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The input parameters for the bulk polarization region are the porosity, the conductivity of
the electrolyte, and the dielectric permittivities of the grains and of water. The model has
been validated using laboratory measurements on a reservoir rock saturated with five dif-
ferent NaCl concentrations: 5 mM, 10 mM, 100 mM, 170 mM and 540 mM.

4.1. INTRODUCTION
Dielectric spectroscopy (DS) has been widely used during the last decades for environ-
mental and engineering studies [Jougnot et al., 2010, Kemna et al., 2012, Revil et al., 2012,
Slater and Glaser, 2003]. Numerous laboratory experiments have been conducted to in-
vestigate the frequency-dependence of electrical conductivity of porous rocks, e.g. un-
consolidated sands [e.g., Ulrich and Slater, 2004] and sandstones [e.g., Binley et al., 2005,
Knight, 1991]. Typically, DS laboratory measurements have been conducted on saturated
rocks in the frequency range between 0.01 Hz and 3 MHz [e.g., Börner et al., 1996, Kavian
et al., 2012, Slater and Glaser, 2003]. The DS response of a fluid-bearing reservoir rock is
difficult to interpret quantitatively due to the interference of various polarization effects
[Kemna et al., 2012]. These effects may overlap each other in the frequency domain [e.g.,
Leroy and Revil, 2009, Leroy et al., 2008].

Electrode polarization (EP) is the most common electrode/bulk effect reported in the
literature for 2-electrode systems [e.g., Buck, 1969, Chassagne et al., 2016, Scheider, 1975].
This phenomenon occurs due to build-up of ions close to the surface of the measuring
electrodes at low frequencies. Another low frequency polarization that is sometimes re-
ferred to in literature is called membrane polarization which is linked to the presence of
overlapping double layers in pore throats [Marshall and Madden, 1959]. As the DS mea-
surements presented in this work are done with a 2-electrode system, EP is dominant in
the impedance spectra at low frequencies, and therefore, membrane polarization can not
be observed.

At higher frequencies, different polarization effects have been reported. These effects
are typically related to the polarization occurring in the vicinity of the sandstone grains
and their double layers. At very high frequencies, the relaxation of the double layer can be
observed [e.g., Garrouch and Sharma, 1994, Lesmes and Frye, 2001, Olhoeft, 1986]. These
mechanistic models describe the overlapping of the polarization effects at low and high
frequencies [e.g., Jougnot et al., 2010, Leroy and Revil, 2009, Okay et al., 2014]. These mod-
els have been successfully used to connect complex conductivity to the changes in the
pore fluid chemistry [e.g., Lesmes and Frye, 2001, Schmutz et al., 2010, Vaudelet et al.,
2011].

The interaction between the measuring equipment, electrodes and the sample can
make interpretation of DS measurements even more challenging. For instance, the bulk
impedance can be masked by electromagnetic pseudo-inductance effects which can pro-
duce inductive loops giving positive values in the phase spectra at high frequencies. These
loops can be triggered by inductive wiring of the measurement system [MacDonald and
Kenan, 1987] or the measurement system itself [Zimmermann et al., 2008]. Normally, this
effect is taken into account during the design of a laboratory test facility to reduce its con-
tribution.

This work is focused on DS of saturated sandstones in the frequency range 20 Hz -
3 MHz, where EP, bulk polarization and pseudo-inductance effect are most pronounced.
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In this case, it is shown that the pseudo-inductance effect is not related to experimental
errors, but rather to a property of the sandstone grains, most probably related to the Stern
layer conductivity. In this chapter a full theoretical model for the frequency-dependent
response of electrolyte and grains is presented. Each of the polarization effects (pseudo-
inductance effect, EP and bulk polarization) is specifically described.

This chapter consists of four sections. In the first section a theoretical description of
electrode polarization, bulk polarization, and pseudo-inductance complex conductivities
is given as a function of the system parameters, i.e. porosity, conductivities and dielectric
permittivities of water and grains. In the second section an equivalent circuit model is
derived, for which the circuit elements can be identified with the complex conductivities
found in the first section. An alternative circuit is also given based on traditional circuit
elements. In the third section a short overview of the laboratory experimental setup which
is used to measure the DS of NaCl solution in a saturated reservoir rock is given. Finally, in
the fourth section a new model is applied to predict the desired bulk properties from mea-
sured DS of a fully saturated reservoir rock for 5 different NaCl solution concentrations.

4.2. ELECTRODE POLARIZATION
Electrode polarization (EP) is observed at low frequencies in the present 2-electrode mea-
suring system. Typically, EP arises due to ion build-up close to the electrode surface. This
effect is associated with a characteristic frequency ωep which is defined as [e.g., Buck,
1969, Chassagne et al., 2016, Hollingsworth and Saville, 2003]

ωep ≈ 2D0κ

d
, (4.1)

where d is the distance between the electrodes. It is verified that EP is indeed shifted
to higher frequencies in these experiments in accordance with Equation 4.1, as the ionic
strength is increased and/or d is diminished.

In this work Cs is in the range 5 - 540 mmol/l and two electrodes separations are used:
d = 0.03 m and d = 0.074 m. The characteristic frequency for the EP effect is thus in the
frequency range 20 - 200 Hz (from Equation 4.1). EP is often represented as a capacitor
connected in series to the bulk impedance in an equivalent circuit approach [see Maruska
and Stevens, 1988, Scheider, 1975]. In this research, the EP contribution has been derived
from the set of electrokinetic equations presented in Buck [1969] and Chassagne et al.
[2016]. The expression of EP for one phase systems, e.g. electrolytes, reads

σ∗
ep (ω) = iωεepε0κd

2
, (4.2)

where εep is the electrical permittivity of the phase. For electrolyte solutions (no porous
media), εep = εe . In the case of multiphase systems, such as suspensions or porous media,
it remains to be investigated whether εep = εe or εep = εbulk [Chassagne et al., 2016].

4.3. PSEUDO-INDUCTANCE EFFECT
DS measurements show that the electrical impedance has a positive phase in the middle
frequency range (10 kHz – 1 MHz). A positive phase is usually the signature of the presence



4

68
4. DIELECTRIC SPECTROSCOPY OF SATURATED POROUS MEDIA: COMPENSATION FOR

ELECTRODE POLARIZATION AND PSEUDO-INDUCTANCE EFFECT

of inductors in electric circuits. Therefore, this effect is called as "pseudo-inductance". It
has been observed that the characteristic frequency of this polarization depends on the
electrode separation d . From a dimension point of view, one could argue thatωL ∼ D/(dl ),
where D is the characteristic ionic diffusion coefficient and l is the characteristic length.
It is clear that l ¿ κ−1 since ωL À ωep . In case the length l represents an actual length,
it would be of the order of a Stern layer thickness. This is why a hypothesis is made that
the pseudo-inductance effect arises from an additional conductivity layer around some of
the grains (see Figure 4.1). The effect is localised close to the electrodes since it disappears
at larger electrode distances. A more in-depth discussion about the pseudo-inductance is
given in the following section.

σ* e

b) a) 

σ* g

σ* e

σ* g

σ L

Figure 4.1: Dipolar coefficient for an uncharged grain (a) and a grain with conductive layer (b). The conductive

layer conductivity σL can be decomposed into a parallel and perpendicular contributions (σ∥
L and σ⊥

L ).

Following Chassagne and Bedeaux [2008] but for a porous medium, a general formu-
lation for the dipolar coefficient of a grain having an extra conductive layer, β∗

L (ω) can be
as follows:

β∗
L (ω) =

σ∗
g (ω)−σ∗

e (ω)+2σ∥
L +σ⊥

L

σ∗
g (ω)+2σ∗

e (ω)+2σ∥
L −2σ⊥

L

, (4.3)

where σ⊥
L and σ∥

L are the perpendicular and parallel components of the extra conductive
layer. The subscript L is given to this dipolar coefficient as it will be shown that it is the
contribution that enables us to account for the pseudo-inductance effect. It is defined as

σ∥
L =ασe and σ⊥

L =µσe , (4.4)

where α and µ are real dimensionless coefficients. It has been found that it is possible to
take σ⊥

L ≈σe in order to correctly fit the data, leaving α as the only adjustable parameter.
Using Equation 4.3, the complex electrical conductivity corresponding to the response of
grains with an extra conductive layer, σ∗

L (ω) reads:

σ∗
L (ω) =σ∗

e (ω)
1+2(1−φ)β∗

L (ω)

1− (1−φ)β∗
L (ω)

. (4.5)

4.4. FULL MODEL
Traditionally, DS measurements have been analyzed by means of equivalent electrical cir-
cuits. The classical equivalent circuit approach is based on the use of simple R, C, L ele-
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Z  (ω)L
Z     (ω)bulk
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Z   (ω)ep
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Z   (ω)ep R     (ω)bulk

C     (ω)bulk
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R  2
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Figure 4.2: Equivalent circuit representation of the measured electrical impedance. Zep (ω), ZL (ω) and Zbulk (ω)
are electrical impedances of electrode polarization, pseudo-inductance and bulk polarization, respectively. a)
Equivalent circuit representation for an electrolyte solution. b) Pseudo-equivalent circuit representation with
frequency-dependent RL and CL . c) Equivalent circuits representation with traditional R, C, L elements.

ments. It has been shown explicitly that composite systems can also be modeled by equiv-
alent circuits, where each circuit element can be linked to a theoretical complex conduc-
tivity, as defined in the previous section [Chassagne et al., 2016].

For electrolyte solutions (with no porous media) in presence of EP, a similar equiva-
lent circuit has been presented by Buck [1969]. In that case, assuming that electrodes are
blocking, the equivalent circuit consists of a capacitor Cep in series with a capacitor and a
resistor which are in parallel (see Figure 4.2a). The following equivalence can be made:

Cep = Aκεepε0

2
, Ce = Aεeε0

d
and Re = d

Aσe
. (4.6)

In the case of electrolyte solutions (no porous media), εep = εe , see Equation 4.2. Note
that all the circuit elements are frequency independent.

The same type of equivalence is considered when setting up the full model. The fol-
lowing constrains are imposed:

• Each polarization effect should be identifiable as a separate impedance in series
with the others

• The equivalent circuit should account for the fact that:

1. it should be valid for any porosity and ionic strength
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2. the pseudo-inductance effect effect can or cannot be observed, depending on
electrode separation.

These constrains led us to an equivalent circuit which is illustrated in Figure 4.2b. The
total impedance of the system is represented by:

Ztot (ω) = Zbulk (ω)+γZL(ω)+Zep (ω), (4.7)

where γ= 0 for electrolyte solutions and γ= 1 for porous media.
The complex electrical conductivity of EP given in Equation 4.2,σ∗

ep (ω) and the related
complex electrical impedance of EP, Zep (ω) are linked as

Zep (ω) = 1

iωCep
= d

Aσ∗
ep (ω)

, (4.8)

where the capacitance of ideally polarizable planar electrodes is given by Equation 4.6.
In the case ofφ= 1, when only electrolyte is present, ZL = 0 and Z∗

bulk = d/(Aσ∗
bulk (ω)),

with σ∗
bulk (ω) = σ∗

e (ω). In this case, Rbulk = d/(Aσe ) and Cbulk = Aε0εe /d , as found by
Buck [1969].

The derivation ofσ∗
bulk (ω) is discussed in details in the previous chapter and in Kirichek

et al. [2017]. The following equivalence can be made:

Rbulk (ω) = d

ℜ(
σ∗

bulk (ω)
)

A
and Cbulk (ω) = ℑ(

σ∗
bulk (ω)

)
A

ωd
, (4.9)

where

σ∗
bulk (ω) =σ∗

e (ω)
1+2(1−φ)β∗ (ω)

1− (1−φ)β∗ (ω)
, (4.10)

and

β∗(ω) =
σ∗

g (ω)−σ∗
e (ω)

σ∗
g (ω)+2σ∗

e (ω)
. (4.11)

Equations 4.9 implies that the circuit elements are now frequency dependent. The equiv-
alent circuit analogy is, however, still possible [Chassagne et al., 2016]. Despite having the
dimension of resistance and capacitance, Rbulk (ω) and Cbulk (ω) are not standard resistor
and capacitor (as they are frequency-dependent), but they can be seen as elements similar
to Warburg elements which are also frequency-dependent.

The pseudo-inductance effect is represented by the impedance ZL(ω) = d/(Aσ∗
L (ω)),

where σ∗
L (ω) is given in Equation 4.5 and α is the only adjustable parameter, as discussed

under Equation 4.4.
One adjustable parameter, α, therefore appears in the model. Note, that in the re-

gion of spectrum where bulk polarization dominates (1-10 kHz), Ztot (ω) ∼ Zbulk (ω). This
implies that behaviour of the bulk polarization can be predicted with no adjustable pa-
rameter as it is commonly done [e.g., Garrouch and Sharma, 1994, Lesmes and Frye, 2001,
Olhoeft, 1986].
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For comparison, an alternative model is considered, still based on Equation 4.7, but
where the impedances are given in terms of traditional equivalent elements:

Zep (ω) = 1

iωCep
,

1

ZL(ω)
= 1

R1
+ iωC1 + 1

iωL
, and

1

Zbulk (ω)
= 1

R2
+ iωC2.

(4.12)
In this case, R1, C1, R2, C2 and L are the adjustable parameters and Ztot (ω) = Zep (ω)+

Zbulk (ω)+ZL(ω).

4.5. LABORATORY EXPERIMENTS
A simplified sketch of the experimental setup is shown in Figure 4.3. Bentheimer sand-
stone is used as a core material. The relatively high porosity and permeability of Ben-
theimer sandstone makes it a good testing material for core-flood experiments. The sam-
ple is encased in a silicone sleeve and placed in a stainless steel core holder. The ductility
of the sleeve allows a confining overburden pressure to be transferred to the core to sim-
ulate reservoir pressure. An insulating silicon rubber is used as a material for the sleeve.
Thus, current leakages from the system to the core holder can be disregarded. The core,
mounted within the sleeve is placed inside a core holder which is capable of simulating
reservoir pressures of up to 600 bar. The core holder has a vertical orientation that allows
minimizing the gravitational instabilities during the injections. A temperature controlled
oven is used to reproduce realistic reservoir conditions of temperature and to eliminate
complication of data analysis due to fluctuations in the external temperature.

Electrodes

Core

Measuring system

Computer 

ISCO pump 

ISCO pump 

Figure 4.3: Scheme of the experimental setup

Each end of the core holder contains a port for fluid injection. Two ISCO syringe
pumps are used for fluids injection into the core. One of the pumps is filled with NaCl
solution and the other one is used for fluid collection from the sample. All ISCO pumps
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Figure 4.4: Magnitude |Z | and phase ϕ spectra of complex electrical impedance. Hollow circles show the
impedance measurements of the reservoir rock, which is saturated with 170 mmol/l NaCl solution. Black circles
show the impedance of the 170 mmol/l NaCl solution. Solid and dashed lines represent models given in Figure
4.2a and 4.2b, respectively. No adjustable parameters are required in both cases for the region representing bulk
polarization (between 1 kHz and 20 kHz).

provide a very smooth displacement which eliminates pressure shocks to the core mate-
rial. The pumps are capable of injecting at rates of 1 ml/min at pressures up to 250 bar
with an accuracy of 0.01 ml.

A Wayne Kerr Precision Component Analyzer 6640A is used as a measuring system.
Coaxial cables connect the measuring device to the electrodes, which are directly attached
to the lateral surface of the core on diametrically opposite sides. We use a 2-terminal
electrode system in this study. Both electrodes act as current and potential terminals.
The electrical properties of specimens are determined by measuring the potential differ-
ence between the electrodes and the applied current across them. The measurements of
magnitude |Z | and phase ϕ of the electrical impedance are conducted over the frequency
range 20 Hz - 3 MHz. The electrical conductivity σ∗(ω) is converted from the measured
|Z | and ϕ as

σ∗(ω) = d

A|Z |e iϕ
. (4.13)

Two sets of experiments are conducted. For the first set a NaCl solution with Cs = 5, 10,
100, 170 and 540 mmol/l is used. Dimensions of the sample are as follows: d =0.03 m and
A =0.01×0.05 m2. For the second set of experiments a NaCl solutions with Cs = 5 and 100
mmol/l are used. For this case, the dimensions are d =0.074 m and A =0.01×0.02 m2.

4.6. RESULTS AND DISCUSSION
The DS response of the reservoir rock with NaCl solutions of various salinities, as mea-
sured in the laboratory, is shown in Figure 4.5. The measured |Z | and ϕ are compared
with estimated complex impedance following Equation 4.7. Each factor that contributes
to the total impedance is shown separately in Figure 4.5. From these contributions it is
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impedance. The dashed magenta line represents the fitting according to the model presented in Figure 4.2c.
Measured impedances are shown in symbols for NaCl concentrations of 5, 10, 100, 170 and 540 mmol/l. Elec-
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clear that a frequency region can be identified where the contribution of the bulk polar-
ization (desired) is dominant. For the system in Figure 4.2b, this is between ωep ∼ 103

Hz and ωL ∼ 105 Hz. The characteristic frequency of EP, ωep is increasing with salinity in
accordance with Equation 4.1. The frequency ωL associated with the pseudo-inductance
effect is also increasing with salinity until 100 mmol/l, when the full saturation is reached.
The parameters used to fit the data are given in Table 4.1. The measured impedance could
be fitted either using the equivalent circuit given in Figure 4.2b and R1, C1, R2, C2, L as ad-
justable parameters or using the equivalent circuit given in Figure 4.2c with α as the only
adjustable parameter, given in Table 4.1.

The fact that ϕ becomes positive in the frequency range around 100 kHz indicates
the development of an inductive effect in the system. There are several possible explana-
tions of the origin of this phenomenon. Inductive loops can be generated by a chemical
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Table 4.1: Values of α=σ||
L /σe used in the modeling as shown in Figure 4.2b. See text for details.

Dimensions 5 mmol/l 10 mmol/l 100 mmol/l 170 mmol/l 540 mmol/l
α(d=0.03m) 10−3 10−3 10−3 10−3 10−4

α(d=0.074m) 10−4 10−4 10−4

reaction between electrode and electrolyte, e.g. oxidation of the electrodes [MacDonald
and Kenan, 1987]. Component analysis of the electrolyte used in current experiments has
been conducted to discard this hypothesis. No traces of chemical reaction is found. An-
other trigger for inductive loops can be due to inductive connecting cables [Lvovich, 2012].
In this case pseudo-inductance signatures occur at high frequencies in the impedance
spectrum. The evidence of parasitic inductance in coaxial cables used here has also been
checked but none is detected. Fleig et al. [1996] suggests that inductive loops can be in-
duced in the impedance spectra at high frequencies due to the capacitive leakage to the
ground. Since the measurement system used in this study is grounded, the occurrence of
this artifact is highly unlikely.

To model the DS Fleig et al. [1996] use an equivalent circuit with no inductance. They
propose to use instead of one, two RC (with R and C that are not frequency dependent)
equivalent circuits: one for the ℜ(σ∗

tot ) and the other for ℑ(σ∗
tot ). Therefore, they have

4 adjustable parameters. Neither this model [Fleig et al., 1996] nor the alternative one
shown in Figure 4.2c can be related in a way to the reservoir rock properties.
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Figure 4.6: Validation of the model for d = 0.074 m. Measured impedances are shown in symbols for NaCl con-
centration of 10 mmol/l and 100 mmol/l. The full model is shown by the solid line.

Some other authors also found pseudo-inductance effects in their measurements [e.g.,
Abdulsamad et al., 2016, Fleig et al., 1996, Ward, 1990, Zimmermann et al., 2008]. All these
authors found this pseudo-inductance for an electrolyte solution and not for a porous
medium. Zimmermann et al. [2008], referring to the phenomenon as "contact impedance",
used a 4-electrode measuring system and attributed the phenomenon to a phase error due
to the inhomogeneous contact impedance of the current electrodes.

It is observed that this phenomenon is most striking when stainless steel electrodes are
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used for the current electrodes [e.g., Abdulsamad et al., 2016, Zimmermann et al., 2008]. In
this study stainless steel electrodes are also employed, and therefore, it has been checked
whether this pseudo-inductance phenomenon arises also in the measurements under
similar conditions (electrolyte alone). Figure 4.4 shows the impedance measurements
which are carried out on 170 mmol/l NaCl solution. For comparison, the impedance re-
sponse of a reservoir rock that is saturated with the same solution is analysed. No pseudo-
inductance is observed when only electrolyte is measured, yielding γ(φ = 1) = 0. Hence,
the observed pseudo-inductance arises from an effect in the porous media. This is ac-
counted for in the full model by means of an extra conductive layer around some of the
grains that polarizes due to specific interactions between these semi-conducting grains
and the electrolyte ions in the proximity of the electrodes. This conductive layer includes
in particular the contribution of the Stern layer. Due to EP, there is an accumulation of
ions in the vicinity of the electrodes, which could lead to an increased effect of the con-
duction at the surface of the grains in their vicinity. From Table 4.1, it can be noted thatσ||

L
is increasing with ionic strength in the same way as σe does, since α is a constant for all
C s < 540 mmol/l. For salt concentrations as high as 540 mmol/l, the predicted electrical
conductivity σe is about 25% higher than the measured one in accordance with previous
theoretical and experimental findings [Bernard et al., 1992]. This might explain why the
value of α is lower for 540 mmol/l than for all other considered salt concentrations. It
is found that α is decreasing with increasing electrode separation (see Table 4.1), which
results in shifting ωL to lower frequencies.

Whatever may be the validity of the physical interpretation of the theoretical model,
what is demonstrated here is that based on the model developed in this research, each
factor contributing to the polarization can correctly be separated. In particular, it is found
that the bulk contribution of ωep and ωL is indeed represented by Zbulk (ω), where the
inputs for calculating Zbulk (ω) are εg , σe , εe and φ, that are well known. No adjustable
parameters are used.
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Figure 4.7: Electrical conductivity spectrum of the porous rock saturated with 100 mmol/l NaCl solution for elec-
trode separation of 0.074m and 0.03m. Symbols and lines represent the measured data and the corresponding
model, respectively.

Comparison between Figures 4.5 and 4.6 shows that the frequency related to the pseudo-
inductance effect is decreasing with increasing electrode separation. This is illustrated in
Figure 4.7.

From Equations 4.3, 4.5, 4.7, 4.10 and 4.11, one finds that with ω¿ωL , β∗
L (ω) →1 and

β∗
bulk (ω) →-0.5, therefore ZL(ω) ¿ Zbulk (ω). The pseudo-inductance effect disappears for
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frequencies lower than ωL . For ω<ωL , one has therefore Ztot (ω) = Zep (ω)+Zbulk (ω) and
no adjustable parameters are required to fit the measured impedance. EP dominates in
the frequency range around ωep , as EP can be seen as a parallel impedance to the bulk
impedance.

In Chassagne et al. [2016], the question was raised whether, in estimating Cep , one
should take εep =Cep /(Aκε0) = εe ≈ 78.8 or εbulk . It is found that εep ' εbulk in the whole
range of the considered salinity, where εbulk is defined as

εbulk = Im

(
σ∗

bulk (ω)

ε0ω

)
. (4.14)

This result leads us to the conclusion that the grains certainly contribute to εep .

4.7. CONCLUSION
It is shown that the Dielectric spectroscopy response of a porous sandstone saturated with
NaCl solutions of different concentrations can correctly be modeled using a new protocol
presented in this chapter. The model accounts for 3 distinct polarization phenomena:
electrode polarization (EP), bulk polarization, and pseudo-inductance effect.

For EP, the question was raised in Chassagne et al. [2016] whether εep = εe or εep =
εbulk in the evaluation of Cep , see Equation 4.6. The EP response is correctly predicted in
this case using εep = εbulk for all investigated concentrations.

The pseudo-inductance effect can also be accounted for using only one adjustable
parameter. The characteristic frequency ωL is attributed to the pseudo-inductance effect.

In the frequency range ωep - ωL , the contribution of bulk polarization is dominant.
With no adjustable parameters, the bulk response of the sandstone can be predicted.
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QUANTITATIVE CO2 STORAGE

RESERVOIR MONITORING FROM

MODELLING COMPLEX ELECTRICAL

CONDUCTIVITY INCLUDING

OVERLAPPING POLARIZATION

EFFECTS

To be defeated and not submit, is victory;
to be victorious and rest on one’s laurels, is defeat.

Jozef Pilsudski

Dielectric spectroscopy (DS) has been performed on a Bentheimer sandstone, which is satu-
rated with either CO2 or saline water. The DS response is captured using two types of multi-
electrode arrays. The experiments have all been performed under realistic reservoir pressure
and temperature conditions (P≈80 bar, T≈43◦C) of a sequestrated CO2 reservoir. Both the
magnitude and the phase of the complex electrical conductivity show a high sensitivity to
the CO2 injection in the pore spaces.

A model developed in Chapter 3, which provides a description of the electrical conductivity
as a function of frequency, electrolyte concentration, porosity and temperature, is adapted
for the present measurements by including a saturation coefficient as defined in Archie’s law
to evaluate the CO2 saturations of the cores. In particular, this model accounts for both the
bulk polarization response (located in the frequency range where other polarization effects
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are negligible) and the pseudo-inductance effect located at higher frequencies. This pseudo-
inductance effect is analyzed in Chapter 4. It is shown that it is possible to find a unique set
of parameters (electrolyte concentration and water saturation) when fitting the impedance
spectrum of a reservoir rock saturated with a fluid of unknown salinity and saturation. The
only requirement is that the porosity and the surface conductivity of a grain introduced in
this model are known. These can be easily obtained by predicting the impedance spectrum
of the reservoir rock saturated with a known electrolyte at full saturation.

5.1. INTRODUCTION
In the recent decades, the carbon capture and storage (CCS) has been considered as one
of the means to reduce the level of greenhouse gases in the atmosphere. To ensure a full
compliance with health, safety and environment standards during the CO2 injection and
permanent CO2 storage, reliable tools and technologies need to be developed for moni-
toring the CO2 migration in deep storage reservoirs. These methods should in particular
enable quantifying the actual amount of CO2 stored in the reservoir. Time-lapse direct
current (DC) resistivity tomography [Schmidt-Hattenberger et al., 2015] can reliably trace
the CO2 plume migration since the electrical properties of a porous medium are strongly
controlled by the ionic characteristics of the fluids that fill the pore space. A number of
studies has shown the potential of this method for CO2 storage monitoring [e.g., Börner
et al., 2013, 2015, Christensen et al., 2006]. For instance, at the Ketzin test site in Ger-
many, the feasibility of monitoring the CO2 migration is investigated [Bergmann et al.,
2012, Schmidt-Hattenberger et al., 2011] by injecting CO2 in a saline aquifer. The mon-
itoring is conducted by means of cross-hole and surface-to-downhole electrical resistiv-
ity tomography (ERT). The outcome of this study demonstrates the applicability of ERT
to monitor the CO2 storage in deep saline aquifers and possible CO2 leakages in shallow
ground waters. However, DC measurements can provide erroneous bulk conductivity es-
timates due to electrode polarisation and heating effects [Binley et al., 2005]. Unlike DC
methods, alternating current (AC) methods enable assessing both the magnitude of the
impedance (from which DC conductivity can be derived) and the phase lag between elec-
tric field and current as a function of frequency. Frequency-dependent electrical methods
have been widely used during last decades [e.g., Revil et al., 2012] for measurements in
oil-bearing rocks [Olhoeft, 1986, Vinegar and Waxman, 1984] and in a few occasions for
geological CO2 storage monitoring [e.g., Kremer et al., 2016]. Geochemical changes in a
shallow aquifer induced by CO2 leakage from deeper geological storage rock have also
been monitored using time-domain electrical methods [Doetsch et al., 2015].

Numerous field and laboratory experiments have been conducted to investigate the
frequency-dependence of the electrical properties of porous media such as unconsoli-
dated sands [e.g., Shahidi et al., 1975, Ulrich and Slater, 2004] and sandstones [e.g., Binley
et al., 2005, Knight, 1991] saturated with electrolytes at ambient conditions.

The DS measurement of a fluid-bearing reservoir rock is however difficult to interpret
quantitatively due to the overlapping of various polarization mechanisms in the frequency
domain [Kemna et al., 2012]. Different models have been developed [e.g., Cosenza et al.,
2008, Jougnot et al., 2010] and successfully applied to connect the frequency-dependent
conductivity to changes in the pore fluid chemistry [e.g., Lesmes and Frye, 2001, Vaudelet
et al., 2011] and to detect the presence of fluid in the pore spaces in sands [Schmutz et al.,
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2010].

In Chapter 3, analytical models are introduced for the electrokinetic response of a fully
saturated rock. Chapter 4 introduces a method for extracting a bulk polarization from
measured impedance that is affected by the low-frequency phenomenon called "electrode
polarization" and a high frequency phenomenon defined as "pseudo-inductance". It has
been demonstrated that the model could be used to predict the bulk response which is
partially masked by electrode and pseudo-inductance polarizations with no adjustable
parameters. The pseudo-inductance polarization contribution can be fitted to the data
using one adjustable parameter. This parameter is linked to the surface conductivity of a
grain. Building on the work done in Chapter 3, it is demonstrated in this chapter that the
model can be adapted and used for the prediction of the partial saturation of saline water
in the reservoir rock. The two relevant parameters (electrolyte concentration and water
saturation) can be obtained from fitting the data using the extended model, following the
protocol described in this chapter.

The chapter is structured as follows. In the first section, the newly-built laboratory ex-
perimental setup and calibration techniques are presented, concentrating on Dielectric
spectroscopy measurements of brine- and CO2-bearing reservoir rock. In the next sec-
tion, the theoretical model is introduced and adapted for partially saturated porous me-
dia. Using this model, the DS data acquired during pressure-temperature controlled CO2

injection into a saline-water-saturated sample of a Bentheimer sandstone is analysed in
Section 5.4, for 5 different NaCl concentrations. The conclusions are presented in Section
5.5.
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electrode pairs, located at different length-positions of each core.
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5.2. LABORATORY EXPERIMENTS
In this study two different geometries of the core sample are used to detect the fluid front
propagation. A cylindrical core with three electrode pairs is further referred as core A. The
lower part of the sample presented in Chapter 2 with four electrode pairs (see Figure 2.2) is
defined as core B. A simplified sketch of both geometries of the core is provided in Figure
5.1.

In order to achieve the supercritical state of the CO2, the experiments are performed
on the sandstone core at confining pressure of 85-87 bar, a pore pressure of 77-83 bar,
and 41-45◦C temperature, which represent in-situ CCS reservoir conditions. The saline
water, as the denser phase, is injected from the bottom of the core to avoid gravitational
instability. A pump, maintained using the flow rate at a constant value of 1 ml/min, is
used to ensure a homogeneous distribution of saline water over the entire length of the
core. The CO2 is injected by another syringe pump from the top end of the core.

10
3

10
4

10
5

10
6

|Z
| [

Ω
]

 

 

10
2

10
3

10
4

10
5

10
6

Data
Prediction

−1.7

−1.2

−0.6

0

Frequency [Hz]
ϕ

 [r
ad

]

a)

|Z
| [

Ω
]

10
2

10
3

10
4

10
5

10
6

−1.7

−1.2

−0.6

0

Frequency [Hz]

ϕ
 [r

ad
]

10
5

10
7

10
9

10
11

Data
Prediction

b)

Figure 5.2: Magnitude and phase spectra of complex electrical impedance for (a) distilled water and (b) air. The
measurements are performed using a container of same dimensions as the core A. The corresponding values for
R and C are to be found in Table 5.1

The cell constant of the core F , to which planar electrodes are attached, is given by
F = A/d , where A is the cross-sectional area of one electrode and d is the distance be-
tween the electrodes. Because the core A has arcuate-shaped electrodes attached to it, its
cell constant has to be evaluated. In order to find this cell constant, tests on materials with



5.3. MODEL

5

81

known electrical properties (distilled water and air) have been conducted. The electrodes
are glued inside a cylindrical container of same dimensions as core A with the same type
of arcuate-shaped electrodes. Figure 5.2 depicts measured and theoretical values of elec-
trical amplitude and phase for distilled water and air as a function of frequency using the
container setup. These systems are chosen as neither electrode polarization nor pseudo-
inductance effect affects the measurements, and the dielectric permittivity of water and
air are well-known (see Table 5.1). The total impedance of these systems can be modeled
by a simple parallel RC equivalent circuit:

1

Ztot (ω)
= 1

R
+ iωC with R = 1

Fσ
and C = Fε0εr , (5.1)

where R is the resistance, C is the capacitance, i is the imaginary unit, ω is the angular
frequency, F = A/d is the formation factor, d is the distance between the electrodes, A
is the cross-sectional area of one electrode, σ is the DC electrical conductivity, ε0 is the
electric constant, and εr is the relative permittivity.

Table 5.1: Parameters used for the model-fit displayed in Figure 5.2

σ (mS/m) εr (-) A (m) d (m) C (pF ) R (kΩ)

Distilled water 0.2 80 2·10−4±10−6 0.01±0.001 0.14 250
Air 3·10−12 1 2·10−4±10−6 0.01±0.001 18 17·109

As shown in Figure 5.2, the measured and modeled values are in a good agreement
for the whole frequency range provided that the cell constant for core A is taken to be
F = 0.02±0.001 m. This value is obtained using F as the only adjustable parameter in the
fit of C using εr given in Table 5.1. σ is then obtained using R and the found value of F .
The area of the electrode A can be estimated from the electrode dimensions (see Table
5.1), and therefore, a characteristic length d can be estimated from F using d = A/F . It is
found that d corresponds to the distance between the centers of mass of two electrodes in
an electrode pair.

5.3. MODEL
The Maxwell-Wagner model, presented in Chapter 3, is extended by incorporating a sat-
uration term, Sn

w , in the definition of the conductivity. In Chapter 4, it is shown that the
total impedance of a system Ztot (ω) consisting of a porous medium, which is fully satu-
rated with an electrolyte solution, can be modeled as:

Ztot (ω) = Zbulk (ω)+γZL(ω)+Zep (ω), (5.2)

where Zbulk (ω), ZL(ω) and Zep (ω) are the impedances of the bulk, pseudo-inductance
and electrode polarization, respectively. ω is the angular frequency, γ =1 when a porous
media is present and γ= 0 for a pure electrolyte system. In the case of one phase system
(for instance the case where an electrolyte solution is investigated in the absence of porous
media), Equation 5.2 becomes

Ztot (ω) = Zbulk (ω)+Zep (ω) with Zbulk (ω) = d

Aσ∗
e (ω)

. (5.3)
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If EP is not important (Zep (ω) ¿ Zbulk (ω)), one finds again Equation 5.1. An expression
for Zep is given in Chapter 4. EP only acts at low frequencies, and it can be neglected in
the prediction of the desired bulk properties, i.e. the salinity and saturation. Therefore, EP
is not discussed in the present chapter.

The bulk impedance Zbulk (ω) = d/(Aσ∗
bulk (ω)) is associated to the complex conduc-

tivity of the bulk, σ∗
bulk (ω), given by:

σ∗
bulk (ω) =σ∗

e (ω)
1+2(1−φ)β∗ (ω)

1− (1−φ)β∗ (ω)
, (5.4)

where φ is porosity, β∗(ω) is the dipolar coefficient associated to the grains and σ∗
e (ω) =

σe (ω)+ iωε0εe is the complex electrical conductivity of the electrolyte with εe being the
permittivity of the electrolyte. The conductivity of the electrolyte σe (ω) reads:

σe =
∑

i νi z2
i Di e2Na

kbT
Cs = ε0εeκ

2D0, (5.5)

where e is the elementary charge, Cs is the salt concentration of the solution given in mM,
Di is the diffusion coefficient of ion i , kb is the Boltzmann constant, T is the temperature,
zi is the valence of ion i , νi is the stoichiometric coefficient, Na is the Avogadro constant
and κ is the inverse Debye length. D0 has the dimension of a diffusion coefficient and is
given by:

D0 = z+D+− z−D−
z+− z−

, (5.6)

where the electro-neutrality relation
∑

i νi zi = 0 is used. In this work NaCl solution is used
as a pore-filling electrolyte. Hence, the following is assumed: D+ ≈ D− ≈ 2·10−9 m2/s,
z+ =−z− and ν+ = ν−=1.

The presence of two miscible fluids in the pore space of a porous material is common
in CO2 sequestration. In particular, the original pore-filling fluid acts as an electrolyte,
while the injected supercritical CO2 has insulating electrical properties. The most com-
monly used equation for describing the variation of electric conductivity with electrolyte
saturation Sw , was introduced by Archie [1942]. This classical equation describes the elec-
tric conductivity to be proportional to Sn

w , where n is referred to as the saturation expo-
nent. It enables us to change Equation 5.5 into

σe = Sn
wε0εeκ

2D0. (5.7)

Neglecting any interactions among the neighboring particles, β∗(ω) reads:

β∗(ω) =
σ∗

g (ω)−σ∗
e (ω)

σ∗
g (ω)+2σ∗

e (ω)
, (5.8)

where σ∗
g (ω) = iωε0εg is the complex conductivity of the grain, with εg being the relative

dielectric permittivity of the grain.
The impedance of the pseudo-inductance effect is given by ZL(ω) = d/(Aσ∗

L (ω)) and
the complex conductivity of pseudo-inductance by:

σ∗
L (ω) =σ∗

e (ω)
1+2(1−φ)β∗

L (ω)

1− (1−φ)β∗
L (ω)

, (5.9)
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Figure 5.3: Magnitude |σ| and phase ϕ of complex electrical conductivity for the whole time-run representing
alternating CO2 and NaCl solution flooding of the reservoir rock sample at P≈80bar and T≈43◦C. The measure-
ments are shown for a specific frequency, where the changes in measurements are the most pronounced: 400
Hz for |σ| and 1 MHz for ϕ. Two different NaCl concentrations are presented: (a) Cs = 10 mmol/l, (b) Cs = 170
mmol/l. The color of the symbols refers to |σ| and ϕ measured by different electrode pairs (see Figure 5.1).

where the dipolar coefficient is now taken to be:

β∗
L (ω) =

σ∗
g (ω)−σ∗

e (ω)+2σ∥
L +σ⊥

L

σ∗
g (ω)+2σ∗

e (ω)+2σ∥
L −2σ⊥

L

. (5.10)

Here, σ⊥
L ≈ σe and σ∥

L = ασe are perpendicular and parallel conductivities of any extra
conductive layer close to the grain surface and α is a real dimensionless coefficient. In
this chapter, α = 10−4 is used for core A and α = 10−3 for core B. Chapter 4 is referred for
more details.
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5.4. RESULTS AND DISCUSSION

Laboratory core flooding experiments have been conducted to study the sensitivity of
the complex electrical conductivity to CO2 migration within a reservoir rock sample. All
NaCl/CO2 flooding experiments are performed over a time span of 350 minutes. Dur-
ing this time it was possible to conduct two consecutive NaCl/CO2 injection cycles using
core A and another injection cycle using core B. The saturation process takes longer for
core B because the total pore volume of core B is substantially larger than that of core
A. At the initial stage of each experiment, the empty pores of the dry sandstone core
are flooded by supercritical CO2. Once the core is flooded with several pore volumes of
CO2, the cores are assumed to be fully CO2-saturated, and the CO2-bearing ISCO pump is
switched to standby mode. Saline water is then injected into the core until a new satura-
tion is reached (see Figure 5.3). During the next phase of the experiment the saline water
pump is switched to standby mode and the core is flooded again with supercritical CO2.
The CO2 injection is also conducted at a flow rate of 1 ml/min, like the saline water. The
cycle is then repeated for the core A.

The data presented in Figure 5.3 illustrate that DS measurements are saturation de-
pendent as both magnitude, |σ|, and phase, ϕ, of complex electrical conductivity change
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Figure 5.6: |σ| and ϕ spectra for different saturations and NaCl concentrations. The fitting (solid line) is done
using Sn

w as the only adjustable parameter. The measurements are shown in symbols.

during the CO2/NaCl injections. This is in agreement with the results of earlier experi-
ments done by Dafflon et al. [2013]. |σ| increases and ϕ decreases with increasing of the
saline water saturation. The behavior is opposite when the core is flooded with CO2. Ul-
rich and Slater [2004] studied water drainage and imbibition by measuring the spectral in-
duced polarization of unconsolidated sands in the frequency range upto 1 kHz under am-
bient pressure-temperature conditions using a 4-electrode terminal. Their work suggests
to consider saturation in order to predict the measured polarization response of partially
saturated reservoirs. In this experiment, the complex electrical conductivity of a consoli-
dated rock is measured. The rock is saturated with the mixture of saline water and CO2 in
the frequency range between 20 Hz and 3 MHz using the 2-electrode terminal. Contrary
to Ulrich and Slater [2004], it will be shown that the information about bulk properties can
be obtained from the higher frequency range.

Figure 5.3a illustrates the difference between the primary and the secondary satura-
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tions of saline water and CO2. It is clear that the measured values of |σ| and ϕ for the
primary CO2 flooding (conducted between 100 min and 170 min) are unreachable by the
secondary saturation of CO2 (conducted between 210 min and 280 min). This is due to
residual water saturation of the core. The same phenomenon is observed for all electrode
pairs.
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Figure 5.7: Model-fitted Sn
w during CO2 injection in the saline water-saturated reservoir rock as a function of

time. (a) Core A: Cs = 170 mmol/l and (b) Core B: Cs = 10 mmol/l.

Figure 5.9 show Sn
w values obtained from the best-fit model for the measured |σ| and

ϕ. The root-mean-square error is 3.3% and 20% for fits |σ| and ϕ fittings, respectively. For
all these figures, only Sn

w is fitted, as Cs is known from the salinity of the injected saline
water. The mismatch between the modeled ϕ and the measured one at low frequencies
(see Figure 5.6) is due to EP.
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the model in Section 5.3 (solid line).

Figure 5.8 shows the frequency dependence of the measured |σ| and ϕ, indicating the
existence of different polarization effects. The bulk polarization is partially masked by
electrode polarization at low frequencies as discussed in the previous chapter. All spectral
induced polarization (|σ| and ϕ) curves show a peak in the 10 kHz − 1 MHz range, which
changes in intensity and peak frequency with varying saturation and concentration of the
electrolyte.

Figures 5.8 shows the effect of spatial heterogeneity and fluid filling in the Bentheimer
sandstone cores. In the case of a homogeneous core, the porosity is constant over the
entire length of the core and |σ| and ϕ are the same at all electrode pairs. The observed
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differences in the measured values can be attributed to varying local porosities. This is
consistent with other works [Ghorbani et al., 2008, Johnson et al., 2013]. These differences
can also be due to the fact that only partial saturation is achieved for a given electrode
pair. In that case, even though pore distribution is homogeneous in the core, the effective
porosity values are different, as some pores are not entirely filled with saline water.
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Figure 5.9: Variation of |σ| with varying saline water saturations for different NaCl concentrations. The dashed
lines represent the model given in Section 5.3. The measurements are given in symbols. Intermediate saturations
cannot be recorded for core A because of the instantaneous saturation time during the injections.

The model described in Section 5.3 is used to derive the effective porosity from the
measured data, for each electrode pair, at full saturation (Sw = 1), using α found in Chap-
ter 4. The result of the modeling and the predicted effective porosity values are shown in
Figure 5.5. A least-square approach is used to minimize the residual between the model
and the data. Both residuals for magnitude and phase of complex electrical conductivity
are calculated separately. The best fit parameters are calculated by minimizing these two
residuals simultaneously. As expected, the obtained porosity values differ only by a few
percent between electrode pairs. Inversely, knowing the porosity of a reservoir rock, it is
possible to estimate α within a few % of uncertainty for each electrode pair.

Once the effective porosity φ and α values are found by fitting the measured data on a
core which is fully saturated with saline water of known salinity, it is then possible to find
both Cs and Sn

w for a saline water of unknown salinity that is injected in the core.

One important remaining question for a given core and unknown CO2 saturation and
electrolyte concentration is: is it possible to determine simultaneously the saturation Sn

w
and salt concentration Cs ? Figure 5.10 illustrates the example of one fully and one par-
tially saturated sandstone core. Even though the low-frequency conductivity (<10 kHz)
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is the same for two different sets of electrolyte concentration and saturation values, the
conductivity for these two different sets differ at higher frequencies, where the pseudo-
inductance effect is most pronounced (>10 kHz). It is therefore possible to fit each curve
using a unique set of parameters (Sn

w , Cs ) given the broad frequency range (20 Hz - 3 MHz).
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Figure 5.10: |σ| spectra for 4 different measurements (symbols) and the corresponding fitting (line). Despite the
fact that in the low-frequency range curve 1 coincides with curve 2, and curve 3 coincides with curve 4, each
dataset can be fitted with a single set of parameters (Sn

w , Cs ). This is because the pseudo-inductance effects are
very sensitive to saturation. (1): Sn

w =1, Cs =100 mmol/l; (2): Sn
w =0.44, Cs =170 mmol/l; (3): Sn

w =1, Cs =5 mmol/l;
(4): Sn

w =0.08, Cs =510 mmol/l.

5.5. CONCLUSION
Two Bentheimer sandstone samples (of different geometries), flooded repetitively by ei-
ther CO2 or saline water of different NaCl concentrations, are investigated using spectral
induced polarization. For the first time, such measurements are carried out in the labora-
tory at carbon capture and storage (CCS) reservoir conditions (P≈80 bar, T≈43◦C) using a
multiple electrode pair system. These experiments enabled us to follow the supercritical
CO2 front in time along the length of the samples.

The model of complex electrical conductivity including different polarization mecha-
nisms is presented in Chapter 4. It is found that the effective porosity and α coefficients
in the model can uniquely be determined by fitting the measurements obtained for a fully
saturated sandstone sample with a known electrolyte. In the present chapter, the Maxwell-
Wagner model, which is presented in Chapter 3, is extended to account for partial satura-
tion. This led to the inclusion of an additional saturation parameter Sn

w in the definition
of electrical conductivity.

Once the porosity and α are found by fitting the impedance spectrum of a reservoir
rock, which is saturated with an electrolyte of known concentration (Sn

w =1), it is possible
to fit the impedance spectrum of the same rock which is saturated with a fluid of unknown
salinity and saturation. A unique set of parameters (Sn

w ,C s) is then found. The fitting
is possible due to the fact that the pseudo-inductance effect which is observed at high
frequencies is very sensitive to Sn

w .
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P-WAVE VELOCITY DISPERSION

(100 KHZ - 1 MHZ) IN

CO2-SATURATED SANDSTONE:
ULTRASONIC MEASUREMENTS AND

POROELASTIC MODELING

The mind is like a parachute,
it only works when it is open

Frank Zappa

In this chapter, the applicability of P-wave velocity dispersion and attenuation for CO2 stor-
age monitoring is studied. The P-wave velocity dispersion and attenuation estimates are
obtained during water imbibition and CO2 drainage of Bentheim sandstone in the labo-
ratory at ultrasonic frequencies. The sensitivity of these estimates is tested by adjusting the
pore pressure from 10 bar to 95 bar. Obtained velocities and attenuations show strong sen-
sitivity to pore pressure changes of CO2-saturated reservoir rock. The pore pressure is varied
from 10 bar to 95 bar and the temperature from 27 ◦C to T=33◦C to monitor the transition
between vapor, liquid and supercritical CO2. During these experiments the CO2 and wa-
ter are subsequently injected into the pore space of the sandstone. The obtained estimates in
fully- and partially-saturated sandstone are analyzed using the theory of poroelasticity. The
partial and patchy saturation phenomena are used to predict saturation of sandstone from
velocity dispersion estimates. The measured data can be potentially used in combination
with electrokinetic measurements for more reliable and efficient CO2 storage monitoring.
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6.1. INTRODUCTION
Seismic geophysical surveys are well suited for monitoring of geological CO2 storage [Arts
et al., 2004, Daley et al., 2008, Lüth et al., 2011]. In particular, time-lapse seismic surveys
have been successfully adopted at Ketzin and Sleipner CO2 storage locations for tracking
CO2 plumes propagation in the reservoir. Understanding the physics of wave propagation
in porous rocks is thus important for CO2 storage monitoring. Predicting reservoir prop-
erties such as pressure, temperature, water saturation, permeability and porosity can be
useful in the quantitative interpretation of seismic data. Underlying rock physics control-
ling intrinsic losses can give us valuable insight into the stratigraphy, lithology, and fluid
contents of the survey area. Distinguishing the nature of reservoir fluids by their elastic
signature is a key issue in reservoir monitoring. Water and CO2 commonly coexist in CO2

storage reservoirs, and an accurate assessment of the CO2 and water contents are of a pri-
mary importance for assessing the storage potential of the reservoir and for verifying that
the injected CO2 is safely contained in the reservoir as planned. The uncertainty in the
geophysical interpretation of the CO2 storage monitoring data can, however, be unaccept-
able [Chadwick et al., 2008]. In this pursuit, laboratory experiments can be of fundamental
importance for the interpretation of in-situ seismic measurements [Bourbiè et al., 1987].

Unlike field geophysical surveys, laboratory experiments provide data, where the val-
ues of controlling physical parameters (e.g. pore and confining pressures, temperature
and fluid saturation) can be independently measured. These data are necessary in or-
der to obtain a better understanding of the elastic wave velocity dispersion and attenua-
tion mechanisms in porous media during CO2 storage. Conventionally, seismic attributes,
i.e. P-wave and S-wave velocities and attenuations of rocks, are measured at the labora-
tory conditions [Subramaniyan et al., 2014, Winkler and Plona, 1982]. P-wave velocity has
provided most of the known information about the structure and properties of reservoir
rocks. Studying experimentally the role of fluid content, viscosity, size of heterogeneities
and permeability are well-known challenges [Müller et al., 2010, Vogelaar, 2009]. Batzle
et al. [2006] conducted laboratory experiments over a broad frequency range, from 5 Hz
to 800 kHz. These authors show a significant velocity dispersion in rocks at low seismic-
strain amplitudes. Distinguished fluid mobility effect is reported on the velocity disper-
sion in porous rocks. The authors clearly demonstrated that mesoscopic and microscopic
fluid-flow models can successfully explain their data. Adam et al. [2009] studied the fluid
effect on P-wave, S-wave, extensional wave and bulk compressibility attenuations at both
seismic (10-1000 Hz) and ultrasonic (800 kHz) frequencies in carbonate rocks. This work
reports attenuation measurements of P-waves in the range 10−2 < Q−1 < 0.5. Unlike P-
wave velocity measurements, P-wave attenuation estimates are much more limited in use,
partly because it is difficult to obtain the value of intrinsic dispersion (both velocity and
attenuation), but also because it is difficult to interpret in terms of rock properties due
to the lack of knowledge of the physical processes involved in attenuation mechanisms.
Attenuation is referred to the total loss of energy of an elastic wave along its propagation
path resulting from absorption, scattering and diffraction. The loss of energy of an elastic
wave, that leads to temperature rises of a medium, results in absorption. Scattering and
diffraction result in a redirection of wave energy from the original direction of propaga-
tion.

Frequency dependence of the P-wave velocity and attenuation in porous CO2 storage
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reservoir rocks can potentially be used to bridge laboratory ultrasonic measurements to
the quantities that are conventionally determined from in-situ seismic surveys or cross-
well seismic data. An experimental approach consists in investigating the wave induced
fluid flow and fluid heterogeneities in consolidated rocks using ultrasonic transducers
[e.g., Bourbiè et al., 1987, Mavko and Nolen-Hoeksema, 1994]. One of the first CO2-related
laboratory studies on P-wave velocities in rocks was carried out by Wang and Nur [1989].
In this study P- and S-wave velocities were measured before and after CO2 injection into
reservoir rock which was initially saturated with n-hexadecane. Later on the signatures
of seismic velocities were captured during CO2 injection into core samples, which were
initially saturated by an oil/water mixture [Wang et al., 1998]. In both cases, the experi-
ments were conducted under realistic reservoir conditions. These experiments revealed
profound sensitivity of P-velocities to CO2 flooding. One of the first applications of ultra-
sound studies that are related to CO2 storage were done by Xue and Ohsumi [2004] and
Xue et al. [2005]. Using an array of sixteen piezoelectric transducers, the authors moni-
tored the gaseous CO2 front propagation in a water-bearing reservoir rock. It was shown
that the largest velocity decrease can be measured by injecting supercritical CO2 [Shi et al.,
2007, Xue and Lei, 2006]. Later on, Lei and Xue [2009] developed tomographic images of
relative attenuation coefficient to capture the CO2 migration in a water-saturated sand-
stone. It was reported that the attenuation coefficient increased most during the injection
of supercritical CO2. Purcell et al. [2010] performed seismic velocity measurements on a
sandstone at reservoir temperatures, varying pore pressure while maintaining constant
confining pressure. Their results showed large velocity fluctuations with phase changes.
Alemu et al. [2013] used CT-methods to monitor the CO2 distribution into brine-saturated
sandstone through acoustic velocity variations. Recent works were dedicated to velocity
measurements during CO2 injection in various type of porous rocks [e.g., Kim et al., 2013,
Lebedev et al., 2013, Siggins et al., 2010, Zemke et al., 2010]. In particular, Cadoret et al.
[1995] and Lebedev et al. [2009] showed that mesoscopic patches are created during the
drainage process, implying strong differences of velocity contrary to imbibition where the
saturation is more homogeneous.

The main objective of this research is to study, in the context of geological CO2 storage
monitoring, P-wave velocity dispersion and attenuation by using a new well-controlled
laboratory setup that allows us to control pore and confining pressures, temperatures, and
saturating fluids. The novelty of this work is estimating of P-wave velocity and attenuation
from laboratory ultrasonic measurements, which are conducted on the 2-layered sample
mimicking both the cap rock and the reservoir for CO2 storage. Realistic reservoir condi-
tions can be effectively achieved by controlling pore and confining pressures, temperature
and saturating fluids of the samples. The ultrasonic measurements are conducted simul-
taneously with electrokinetic measurements presented in Chapter 5. The integration of
both ultrasonic and electrokinetic measurements can potentially result in reliable geo-
physical monitoring methods, potentially resulting in scientifically-proven quantification
of CO2 storage monitoring. The discussion on the integration of two monitoring methods
is presented in the following chapter.

This chapter is structured as follows. First, the main principles of the theory of poroe-
lasticity are briefly recalled. The ultrasonic measurements, data processing and estima-
tion of P-wave velocity dispersion and attenuation are presented in the following sections.
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Finally, it is discussed how these measurements can be interpreted.

6.2. THEORY OF POROELASTICITY

Interfacial interactions between fluid and solid phases during elastic wave propagation in
porous media are originally described by Biot’s poroelastic theory [Biot, 1956a,b, 1962].
Appendix A is referred for the details of Biot theory. Three kinds of body waves, two lon-
gitudinal (P) and one transverse (S), are originated because of the energy dissipation due
to the relative fluid/solid motion. The faster longitudinal wave (fast P-wave) is weakly dis-
persive whereas the slower P-wave (Biot’s slow wave), is highly dispersive and diffusive at
low frequencies. This work is focused only on the fast P-wave.
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Figure 6.1: Theoretical velocity and attenuation spectra from the Biot theory.

Biot theory assumes that the porous medium is saturated and that wavelengths are
larger than the grain size. To account for a partial saturation, the most conventional ap-
proach is to introduce the concept of ‘effective fluid’ into the original Biot’s poroelastic
model. This method is valid as long as wavelengths are larger than the size of the hetero-
geneities in the porous medium. In this case, the full pressure equilibration between fluids
is possible during one period of wave propagation and the well-known Biot-Gassmann’s
relations are valid. When this equilibration is not totally achieved, wave induced fluid flow
phenomena at microscopic [Barrière et al., 2012, Dvorkin and Nur, 1993, Mavko and Nur,
1979, Pride et al., 2004] or mesoscopic scale [Johnson, 2001, White, 1975] are considered
to be the main dispersion and attenuation mechanisms. At microscopic scale, water is
squeezed due to an elastic wave, resulting in a local flow often called ‘squirt flow’ (see
Appendix B for more details). At a larger scale, energy is dissipated by fluid pressure dif-
fusion between mesoscopic patches of gas and the surrounding water. In consolidated
rocks, squirt flows can be strong at ultrasonic frequency [Müller et al., 2010], therefore it
will be considered here.

In Biot’s theory, the elastic wave propagation induces a frequency dependent relative
motion of the fluid with respect to the solid matrix. Figure 6.1 shows the relaxation fre-
quency fc , also known as characteristic Biot’s frequency, that is defined as
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fc = φη

2παρ f κ
(6.1)

whereφ is the porosity of the reservoir rock, η is the dynamic viscosity of the fluid,α is the
tortuosity, ρ f is the density of the fluid and κ is the permeability of the reservoir rock. Biot
showed that the motion of fluid flow at f < fc is controlled by viscous shearing whereas
at f > fc inertial forces are dominant. He showed that the seismic attenuation peaks at fc

since both viscous and inertial forces play an important role at that particular frequency.

 Partial saturation  Patchy saturation

Figure 6.2: Schematic representation of partial and patchy saturations of a porous medium.

It has been proven that the Biot loss mechanism can accurately predict the P-wave ve-
locity dispersion. However, it gives an under-prediction of P-Wave attenuation in porous
media. In the quasistatic limit, at e.g. seismic frequencies, Biot’s model is consistent with
Gassmann’s theory and is equivalent to the case of elasticity theory. It has been found
that the pore-filling fluid does not have sufficient time to redistribute itself so as to locally
equilibrate the pore pressure at higher frequencies, in particular in the logging (10 kHz) or
laboratory ultrasonic (1 MHz) bands. In this regime, the mesoscopic effective models can
not resemble the physics of elastic wave attenuation of a fluid-saturated porous medium.

6.2.1. PARTIAL SATURATION
The most conventional approach in modeling the effect of partial saturation on veloc-
ity dispersion and attenuation is using the effective fluid method. Since bulk moduli of
the different fluid phases have different stress-induced pore pressure, the effective fluid
method considers the time, that is necessary to equilibrate between these pore pressures,
to be smaller than the relaxation time τ = 1/ f , with f being the frequency. In this case,
the fluid phases are finely mixed at the smallest scales so that the pore-pressure incre-
ments equilibrate with each other to a single effective value. Following the definition of
the characteristic relaxation time [Mavko et al., 2009]

τ' L2

D
, (6.2)

where the heterogeneous pore pressure of scale L must satisfy the following condition:

L ≤
p
τD (6.3)



6

96
6. P-WAVE VELOCITY DISPERSION (100 KHZ - 1 MHZ) IN CO2-SATURATED SANDSTONE:

ULTRASONIC MEASUREMENTS AND POROELASTIC MODELING

in which D = κK f /η is the diffusivity coefficient, κ is permeability, K f and η, are fluid bulk
modulus and viscosity, respectively. If this condition is satisfied, then the effective fluid
bulk modulus can be described well by the Reuss average [Mavko et al., 2009]. If the porous
material is saturated with CO2-water mixture, the contributions of water (subscript w) and
the CO2 (subscript co2) are taken into account in by

1

K f
= Sw

Kw
+ Sco2

Kco2
(6.4)

and
1

η f
= Sw

ηw
+ Sco2

ηco2
, (6.5)

The effective density of fluid can be estimated by a standard mixing rule

ρ f = Swρw +Sco2ρco2. (6.6)

6.2.2. PATCHY SATURATION
Patchy saturation is commonly considered if the fluid distribution in the porous mate-
rial has various degrees of heterogeneity. Typically, patches of different size can occur in
the porous rock. In this case the bulk modulus of considered media varies spatially and
the shear modulus remains uniform due to it’s insensitivity to the pore filling fluid. The
effective bulk modulus can be obtained by the patchy (or Gassmann-Hill) limit that reads(

Ku + 4

3
G

)−1

= Sw

(
K w

b + 4

3
G

)−1

+Sco2

(
K co2

b + 4

3
G

)−1

, (6.7)

where Ku and G are the undrained bulk and shear moduli. The bulk moduli of the water-
and CO2-saturated porous material, K w

b and K co2
b , are defined as

K w
b = Kb +

(1−Kb/Ks )2

φ/Kw + (1−φ)/Ks −Kb/K 2
s

(6.8)

and

K co2
b = Kb +

(1−Kb/Ks )2

φ/Kco2 + (1−φ)/Ks −Kb/K 2
s

, (6.9)

respectively. Figure 6.2 shows the conceptual difference between partial and patchy satu-
rations. In case of partial saturation two fluid phases are mixed at the finest scale. Hence,
the saturation is homogeneous. Patchy saturation is more heterogeneous than partial sat-
uration. Therefore, isolated CO2 pockets, CO2 channels or gas bubbles in the porous rock
can be considered as examples of patchy saturation.

6.3. LABORATORY EXPERIMENTS
A series of well-controlled laboratory experiments has been conducted in order to under-
stand the influence of reservoir properties on the P-wave velocity dispersion and attenu-
ation. In particular, the effects of pore pressure and temperature on the P-wave velocity
dispersion and attenuation have been analyzed during the first experiment. The goal of
the second experiment is to study the P-wave velocity dispersion and attenuation during
the water and CO2 saturations.
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Figure 6.3: An example of the recorded common-source gather for the transmitted P-waves through the 2-layer
sample.

6.3.1. LABORATORY SETUP
The test sample consists of two layers. The Bentheimer sandstone layer representing a
CO2 storage reservoir and the overlying layer of epoxy have a width of 30 mm and 20 mm,
respectively. In total nine piezoelectric transducers are used in these experiments. One
transducer serves as a source and the other eight transducers, that are mounted on the
epoxy layer, serve as receivers. An example of a common-source gather, that is gener-
ated using this acquisition geometry, is shown in Figure 6.3. Figure 6.4 shows the spectra
of the recorded (transmitted) signal at 8 receivers from a common source that is located
on the other side of the sample. With the high center frequency of 1 MHz of the source
transducer, the peak frequency of the received signal is less than 600 kHz. This is due to
attenuation of higher frequencies in the porous sample.
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Figure 6.4: Amplitude spectra of recorded signal generated by piezoelectric transducer with center frequency of
1 MHz.

Stainless-steel end pieces are attached to both sample ends and a grooved plate was
placed between the end piece and the sample at each end. Concentric grooves connected
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by radial grooves are carved on the plate surface to ensure uniform injection over the en-
tire surface of the sample’s end. The sample is sealed with a silicone rubber to prevent
immersion of oil that is used as the confining pressure medium. This assembly is then
placed in a pressure chamber and installed inside the oven. The assembled setup allows
to conduct water/CO2 flooding experiments under reservoir conditions (P=110 bar, T=50
◦C).

The gaseous/supercritical CO2 is flooded from the top end and water is injected from
the bottom end of the sample at a constant pressure controlled by two syringe pumps.
Pore pressure is monitored at both ends of the sample. The third syringe pump is used to
keep the confining pressure constant in the vessel. By keeping constant pore pressure at
both ends, and holding constant confining pressure, velocity changes caused by pore pres-
sure build-up are minimized. Hence, changes in observed data reflect only displacement
between CO2 and water within the pore-space of the sample. A more detailed description
of the laboratory setup and measuring equipment is given in Chapter 2.
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Figure 6.5: The sequence of pressure/temperature change and CO2 phase transitions in the experiment. Black
circles show the conditions when the velocity dispersion and attenuation are estimated.

6.3.2. EXPERIMENT 1: PORE PRESSURE AND TEMPERATURE VARIATIONS

Figure 6.5 shows the diagram of this experiment. Gaseous CO2 is firstly injected from the
top of the water-saturated sample at a pressure of 10 bar while the pressure at the bottom
was kept constant. When the sample is saturated with gaseous CO2 and with residual
water, the pore pressure and confining pressure are continuously increased while keeping
the effective pressure constant at 10 bar. The measurements are conducted at maintained
temperature of 27◦C when the pore pressure reaches 10, 30, 50, 65, 75 and 95 bar covering
the CO2 phase transition from gaseous to liquid state. When the pore pressure reaches
95 bar, the temperature is increased up to 33 ◦C. This stage of the experiment guarantees
the transition of CO2 from liquid to supercritical fluid phase. During the next stage, the
pore pressure drops from 95 bar to 10 bar. During this pressure drop, the phase of CO2 is
changed from supercritical fluid to gaseous.



6.3. LABORATORY EXPERIMENTS

6

99

6.3.3. EXPERIMENT 2: WATER/CO2 SATURATION VARIATIONS

The experiment is conducted in three phases. During the Phase 1, water is injected into a
pore space of a dry sample. The water imbibition experiment has been performed under
reservoir conditions in the Phase 2. The supercritical CO2 drainage has been conducted
during the Phase 3.

PHASE 1: WATER INJECTION INTO A DRY SAMPLE

Ensuring homogeneous saturation of the pore volumes within the porous rock sample is a
challenging task. With low water saturation, the distribution of water would most likely be
in the region where it is injected or even possibly on the surface of the sample. This water
distribution is not representative of the bulk properties since much of the pore spaces of
the sandstone is saturated by moisture and not representative of situations likely to occur
in reservoirs. If the subsurface saturation occurs over a long time scale, then this allows for
enough time for the capillary redistribution of saturation. Hence, a more homogeneous
saturation distribution has to be achieved by using low injection rates of the saturating
fluids.

1

2

3

4

Epoxy

Sandstone

S1

R1R5

Figure 6.6: Sketch of seismic raypaths within the 2-layered sample. The raypaths labeled 1,3 and 2,4 illustrate
transmissions through the epoxy and sandstone layers, respectively.

The sample is dried at room conditions for several weeks and further vacuumed for
several hours before the start of the experiment. Once the dry state is verified, the CO2 is
flooded through the pore space of the reservoir rock and the temperature is set up to 43◦C.
Confining and pore pressure are then slowly increased to 15 bar and 10 bar, respectively.
Next, 1 pore volume of fresh distilled water is injected from the bottom end of the sample
at a constant flow of 1 ml/min.

PHASE 2: WATER IMBIBITION UNDER RESERVOIR CONDITIONS

During this phase of the experiment the pore pressure, confining pressure and tempera-
ture are maintained at 95 bar, 105 bar and 43◦C, respectively. Initially, the sample has CO2

and residual water in the pores. Water imbibition is carried out with constant flow of 1
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ml/min. In total, three pore volumes of water are subsequently injected. The imbibition
process is equivalent to the water injection into a dry porous rock that is described above.

PHASE 3: SUPERCRITICAL CO2 DRAINAGE

The pore pressure, confining pressure and temperature of this phase of the experiment
are equivalent to those of Phase 2. Two pore volumes of CO2 are used for the supercritical
CO2 drainage experiment with constant flow of 1 ml/min. The drainage process is quite
different from the imbibition [Lei and Xue, 2009]. The thick surface water layers and the
thin interconnected CO2 phase structure are not considered during the drainage process.
In contrast, the water is substituted by CO2 from each pore as it was progressed through
the rock, removing all but the first few mono-layers of water from the grains surface.

In the end of the experiment the Phases 2 and 3 are repeated in order to check the
consistency of the P-wave velocity estimates and repeatability of the experiment. In this
case, 4 pore volumes of supercritical CO2 are subsequently injected into the sample.
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Figure 6.7: Recorded common-source gather for transmitted P-waves through the 2-layered sample that is satu-
rated with CO2 (red color) and water (black color).

6.4. P-WAVE VELOCITY DISPERSION

6.4.1. ESTIMATION OF P-WAVE VELOCITY DISPERSION FROM THE DATA

Figure 6.6 illustrates the seismic raypaths inside the 2-layered sample. Since both layer
thicknesses of the 2-layered sample are known, the propagation velocity of the P-wave
inside the sandstone layer can be obtained from the recorded transmission, which has
propagated along path 1-2. Using independent transmission measurements on an epoxy
cylinder, the P-wave velocity in epoxy is estimated to be 2880 m/s. This velocity is used
to estimate the P-wave velocity inside the sandstone layer from the recorder transmission
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from the source S1 to the receiver R5. Both velocities, the measured one inside the epoxy
layer and the estimated one inside the sandstone layer, are then utilized for calculating
the length of P-wave propagation paths 3 and 4 using Snell’s law.
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Figure 6.8: P-wave velocity estimation inside the sandstone later. The best line fitting in a least-square sense for
the water-saturated (a) and CO2-saturated (b) sandstone layers at Pp =77 bar and T=39◦C. c) The slope of the
best-fit provides the estimates of Vp in the frequency range of 300-600 kHz.

The estimated lengths of propagation paths inside both layers of the 2-layered sample
are then accounted while estimating the phase difference for a given frequency ∆φ. The
phase velocity inside the sandstone layer Vp ( f ) for a given frequency f can be obtained
for every propagation path inside the sandstone layer as follows [Molyneux and Schmitt,
2000, Zhubayev, 2014, Zhubayev and Ghose, 2012b]:

Vp ( f ) = ∆x

∆t
= 2π∆x

∆φ( f )
f , (6.10)

where ∆x is the relative distance between the propagation paths inside the sandstone
layer and ∆t is the relative phase delay time for a given frequency.

Figure 6.7 shows the common-source gather for transmitted recordings through the
2-layered sample that is saturated with CO2 and water. These data are used to retrieve ∆t
inside the sandstone layer for estimating the slope of the best-fit line by linear regression
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of ∆x-∆t distribution, that corresponds to the phase velocity. These regressions for 300,
400, 500 and 600 kHz are depicted in Figures 6.8a and 6.8b for CO2-saturated and water-
saturated sandstone data, respectively. The frequency band 300-600 kHz lies in the band
of the signal frequency (see Figure 6.4); therefore, this band is demonstrated here. The
velocity dispersion curve, that is obtained for all frequencies within 300-600 kHz, is shown
in Figure 6.8c. The standard deviation of the calculated velocity dispersion for each fre-
quency is calculated from the scatter in Figures 6.8a and 6.8b. The vertical bars indicate
the standard deviations of the estimates.

6.4.2. EXPERIMENT 1: PORE PRESSURE AND TEMPERATURE VARIATIONS

The P-wave velocity dispersion that is obtained during well-controlled pore pressure vari-
ations inside the sample are shown in Figure 6.9. Remarkably, the velocities measured at
Pp =65 bar, T =27◦C and Pp =75 bar, T =33◦C are much lower than other estimated veloc-
ities. The proximity of these pressure-temperature conditions is very close to the critical
ones, when pore-filling CO2 is in the state of transition between the gas and liquid phase
during pore pressure rise (Figure 6.9a) and between supercritical fluid and gaseous phase
during pore pressure decrease (Figure 6.9b). Apart from these two estimates, obtained P-
wave velocities exhibit a stable and consistent variation with the pore pressure. In both
cases, a steady increase in velocity values is observed during the pore pressure build-ups.
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Figure 6.9: Obtained P-wave velocity dispersion in the sandstone layer that is saturated with CO2 and residual
water. a) Pore pressure is elevated from 10 to 95 bar at T = 27 ◦C. b) Pore pressure is reduced from 95 to 10 bar
T = 33◦C.

The rise in temperature from T =27◦C to T =33◦C results in a velocity drop by 3%
for high pore pressures (50-95 bars) and by 1-1.5% for low pore pressures (10-30 bars).
High pressure variations with temperature are most probably related to a compressibil-
ity change of CO2 that is in the pore space of the sandstone layer. The compressibility of
liquid CO2 is typically higher that the one of the supercritical CO2. The low pressure vari-
ations can be attributed to residuals, or local pressure build-ups, that still contribute to
estimated P-wave dispersion at the final stage of the experiment.

This experiment shows that reliable estimates of the P-wave velocity dispersion can be
extracted from laboratory measurements, keeping well-controlled pressure and temper-
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ature conditions. Further work should be focused on scientifically-proven links between
P-wave velocity dispersion estimates and pore pressure/temperature variations.

6.4.3. EXPERIMENT 2: WATER/CO2 SATURATION VARIATIONS

Figure 6.10 shows the estimates of P-wave velocity dispersion inside the 2-layered sam-
ple and inside the sandstone layer during water injection into the pore space of the rock.
At the beginning of the water injection, water saturation in a dry sandstone is increased
through the adsorption of water on the surfaces of the pore space. During this process,
thick surface layers of water with an interconnected CO2 phase are developed. A small
frequency dependence of Vp is already observed at Sw = 0.2. Below a critical water sat-
uration, the existence of a thin interconnected CO2 phase keeps essentially all pores in a
partially saturated state. The water/CO2 mixture is effectively homogeneous in the pore
space and its compressibility is given by volume averaged water and CO2 compressibili-
ties. The variation in Vp at low water saturations is due primarily to a bulk density effect
with a slight Vp drop due to an increase of the bulk density.
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Figure 6.10: Estimation of velocity dispersion of 2-layered sample (dashed line) and sandstone layer (solid line)
from the measured data. The measurements are conducted during water injection into the sandstone’s pore
space. The estimates are shown for water saturations of 0, 0.2 and 0.95.

When the injection of water continues by soaking up the porous sandstone, the water
continues to move along and coat the surfaces until the closure occurs between the layers
of surface water. At this moment the rearrangement of water and gas to a more thermody-
namically stable configuration occurs, resulting in the filling of the central volumes of the
pores with water. At this saturation range, the P-wave velocity increases until full water
saturation is achieved. The same effect is observed during the imbibition experiments.
The results of P-wave velocity dispersion estimates, which are obtained during the imbi-
bition at realistic reservoir conditions, are shown in Figure 6.11. The estimated velocities
for the sample with CO2 and residual water are considerably higher than the ones ob-
tained during the water injection into the pores of a dry sample. This is not only because
of different pore pressure and temperature, but also because of a difference in the initial
saturation conditions.

At high saturation levels, pore water is forced from completely saturated regions to dry
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regions of porous media. This effect can be achieved by injecting more volumes of water
into the pore space. Figure 6.11 illustrates the variation of the P-wave dispersion estimates
with injected pore volumes of water. Clearly, the estimates are higher with injecting more
pore volumes of water, suggesting that full water saturation has not been achieved.

200 400 600 800
2000

2500

3000

3500

4000

Frequency [kHz]

V
p

 [
m

/s
]

200 400 600 800
2000

2500

3000

3500

4000

Frequency [kHz]
V

p
 [

m
/s

]

a) b)

1

5

32

4

1 3

6

2 4

5

Figure 6.11: P-wave velocity dispersion obtained during water imbibition and supercritical CO2 drainage at
Pp =95 bar, T =43◦C. a) [1] the sample is saturated with supercritical CO2 and residual water. The sample is
flooded with: [2] one pore volume of water; [3] two pore volumes of water; [4] three pore volumes of water; [5]
one pore volume of supercritical CO2; [6] two pore volumes of supercritical CO2. b) [1] the sample is saturated
with supercritical CO2 and residual water. The sample is flooded with: [2] one pore volume of water; [3] two pore
volumes of water; [4] three pore volumes of supercritical CO2; [5] four pore volumes of supercritical CO2.

The drainage shows a remarkably different behavior. Injection of one pore volume
of supercritical CO2 results into a very small change of the P-wave velocity estimate. In
contrast to gaseous CO2 drainage, when the water is drained from the pore space as CO2

propagates [Kirichek et al., 2013], the supercritical CO2 drainage experiment suggests that
non-homogeneous CO2 saturation has typically occurred. It is a fair assumption that a
fingering effect occurs in water saturated sandstone during supercritical CO2 flooding. As
is shown in Figure 6.11b, the injection of additional pore volumes of CO2 results into a
further P-wave velocity decrease of 10% with respect to the water-bearing sandstone. Ad-
ditional pore volumes of CO2 enlarge the width of the CO2 channels and secondary fingers
as CO2 propagate into the pore space of the sandstone. Accurate ultrasonic monitoring of
CO2 saturation can potentially be achieved by coupling ultrasonic measurements with the
method that provide the imaging of the CO2 saturation distribution (fingering) as a func-
tion of time.

6.4.4. PREDICTION OF P-WAVE VELOCITY DISPERSION
Prediction of the P-wave velocity dispersion is shown in Figure 6.12. The P-wave veloc-
ity dispersion is obtained from ultrasonic measurements conducted on a water saturated
sample under Pp =10 bar and T =43◦C. Biot theory is used here to predict the obtained
P-wave velocity dispersion curves. This model is given in the previous subsection and the
parameters used for modeling can be found in Tables 6.1 and 6.2. The values for φ, k, ρs ,
Ks , G and α are taken from Smeulders [1992] and Wisse [1999].

Figure 6.12 shows the effect of partial and patchy saturation on the P-wave velocity
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Figure 6.12: a) Prediction of the P-wave velocity dispersion by Biot theory. b) Partial and patchy saturation mech-
anisms for imbibition and drainage experiments. The data is shown for f = 800kHz.

during imbibition and drainage experiments. The obtained P-wave velocity dispersion es-
timates in water-saturated rock are verified by employing classical Biot theory with partial
and patchy saturation concepts. During the imbibition process, water injection produces
a homogeneous distribution of water and CO2 phases. The total pore spaces contains
both water and CO2, leading to saturations that are approximately constant at all loca-
tions and directions. The P-velocity estimates obtained during the imbibition experiment
confirm homogeneous water distribution within the pore space. Thus, the partial satu-
ration concept is suitable for the velocity estimates which are obtained during imbibition
experiments.

Table 6.1: List of bulk parameters for predicting the P-wave velocity dispersion

φ k ρs Kb Ks G α

− µm2 kg·m−3 GPa GPa GPa −
0.23 3.7 2650 7 36 3.4 2.37

Contrary to imbibition, CO2 drainage experiments reveal a patchy saturation effect. In
contrast, the CO2 drainage results in a more heterogeneous distribution of fluids in the
pore space. This leads to the segments of fully saturated pores and regions adjacent to
partially saturated parts of the sample. These channels can be treated as patches of CO2

that result into a steady velocity decrease during the CO2 drainage.

Table 6.2: List of fluid parameters for predicting the P-wave velocity dispersion

ρ f ρg as K f Kg as η f ηg

kg·m−3 kg·m−3 GPa kPa cP cP
1000 19 2.3 101 1 0.15
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6.5. CONCLUSION
The P-wave velocity dispersion is estimated during water imbibition and supercritical CO2

drainage from a 2-layered sample at ultrasonic frequencies. The obtained estimates in
water-saturated rock are verified by employing classical Biot theory. The sensitivity of es-
timates is investigated by adjusting the pore pressure from 10 bar to 95 bar. Velocity es-
timates show strong sensitivity to pore pressure changes of CO2-saturated reservoir rock.
The effect of CO2 channeling is captured by velocity dispersion during CO2 drainage at
reservoir conditions. It should be verified whether the estimates of P-wave velocity disper-
sion could be coupled to electrokinetic measurements in order to predict reservoir prop-
erties for CO2 storage monitoring. The partial and patchy saturations are used to predict
water saturation during imbibition and CO2 drainage experiments. CT-scan experiments
might provide valuable insight into the correlation of multiphase saturation experiments
with P-wave velocity dispersion estimates of partially saturated rock.

6.6. APPENDIX A: BIOT THEORY
The porous medium is considered to be isotropic, with rigid skeleton that has a uniform
porosity and compressible pore-filling fluid [Biot, 1956a,b]. The deformations are as-
sumed to be reversible and elastically linear. Thus, the strains for the solid phase yields
[Landau and Lifshitz, 1970]

ei j = 1

2

(
∂u j

∂xi
+ ∂ui

∂x j

)
(6.11)

The symmetry principle is applied, thus ei j = e j i . Here, u represents the displacement
vector of solid.

Assuming isothermal conditions the constitutive equations read [Sivukhin, 2005]

τi j = 2Gei j + (H −2G)eδi j +Cζδi j (6.12)

and
p f = Mζ−Ce. (6.13)

where τi j is the total stress on a solid component of the porous structure, p f is the pore
pressure, δi j is the Kronecker delta function, e =∇·u is the volumetric strain, ζ=∇·(φ(u−
U)) is the in/out flow of fluid and U is the displacement vector of fluid. The elastic coeffi-
cients H , C , M are related to measurable quantities, e.g. to the bulk modulus of a porous
skeleton Kb , the bulk modulus of a grain Ks , the bulk modulus of the pore-filling fluid K f ,
by [Biot, 1962, Stoll, 1977]

H = (Ks −Kb)2

D −Kb
+Kb +

4

3
G , (6.14)

C = Ks (Ks −Kb)

D −Kb
, (6.15)

M = K 2
s

D −Kb
, (6.16)

where

D = Ks

(
1+φ

(
Ks

K f
−1

))
. (6.17)
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Equations 6.12, 6.13 are then combined with the equation of flow in a porous medium in
order to derive the equations of motion governing the propagation of dilatational waves
[Stoll, 1977]

∇2(He −Cζ) = ∂2

∂t 2

(
ρe −ρ f ζ

)
, (6.18)

∇2(Ce −Mζ) = ∂2

∂t 2

(
ρ f e −mζ

)− η

k

∂ζ

∂t
, (6.19)

whereρ andρ f are the densities of total mass and fluid, respectively, η is the fluid viscosity,
k is the permeability of the porous system, m =αρ f /φ is the added mass and α is the tor-
tuosity. To deviate from Poiseuille flow, Biot [1956b] introduced a frequency dependence
to the drag coefficient η/k by multiplying it by

F∗ = 1

4

ξT ∗

1+2i T ∗/ξ
(6.20)

with

T ∗ = ber ′(ξ)+ i bei ′(ξ)

ber (ξ)+ i bei (ξ)
(6.21)

and

ξ= a

√
ωρ f

η
, (6.22)

where ber (ξ) and bei (ξ) are the real and imaginary parts of the Kelvin function, ω is the
angular frequency and a is a pore shape and size dependent parameter that is experimen-
tally found to be between 1/6 and 1/7 of the mean grain diameter [Stoll, 1974].

6.7. APPENDIX B: Q−1 SPECTRA
Similar to Jeng et al. [1999], Zhubayev [2014], Zhubayev and Ghose [2012a], an adaptation
of the spectral ratio method is used to estimate effective attenuation (Q−1) in the sand-
stone layer. A time window around the peak amplitude of the first arrival of the P-wave
is automatically selected for all measurements. Figure 6.13a shows the logarithmic spec-
tral amplitude ratio of the first-arrival P-wave for 300, 400, 500 and 600 kHz as a function
of time difference between the source-receiver pairs in the sandstone layer. The effective
Q−1 is estimated from the best fit-line through the data for all the frequencies. The results
are shown in Figure 6.13b, where the vertical bars indicate the standard deviations of the
data. The estimates have been corrected for the geometrical spreading.

The obtained estimates at frequencies 800 kHz - 1 MHz are close to the Q−1 values
which are reported in the literature for saturated porous rock [e.g., Marketos and Best,
2010, Mayr and Burkhardt, 2006, Toksöz et al., 1979]. However, the attenuation values that
are obtained for frequencies lower than 800 kHz are higher than the literature data. Ex-
cluding the possibility of a measuring error (due to a coupling between the transducer
and the sample or sample’s imperfectability), there are two most possible scenarios that
can explain the obtained high values of attenuation. First, if the size of anomaly, xa ,
is much greater than the wavelength λ, λ << xa , reflection, refraction and conversion
takes place. Therefore, significant amplitude losses of transmitted signal can occur on
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Figure 6.13: Estimation of velocity dispersion and attenuation for water-saturated sandstone layer at P=77 bar
and T=39◦C. a) Velocity estimation by best line fitting in a least-squares sense in the frequency range of 300-600
kHz. b) Logarithmic ratio of spectral amplitudes versus difference of the arrival time. The estimates are for the
P-wave attenuation in the frequency range of 300-1000 kHz.
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Figure 6.14: Estimated Q−1 in the sandstone layer that is saturated with CO2 and residual water. a) Pore pressure
is elevated from 10 to 95 bar at T = 27 ◦C. b) Pore pressure is reduced from 95 to 10 bar T = 33◦C.

the epoxy-sandstone interface while the P-wave propagates through the 2-layered sam-
ple. Second, the geometrical divergence can result in the apparent loss of energy from a
P-wave as it spreads during propagation. There is still an open question why the estimates
are higher than in the literature. In this appendix, only the effective attenuation estimates
in the sandstone layer are shown.

The estimated attenuation values for this experiment are shown in Figure 6.14. The
estimates are consistent showing the sensitivity of Q−1 to pore pressure and temperature
changes. The obtained values of Q−1 are one order higher than the ones found in the lit-
erature [e.g., Marketos and Best, 2010, Mavko and Nolen-Hoeksema, 1994]. This suggests
that the intrinsic attenuation is not a dominant mechanism here.

Figure 6.15 shows the Q−1 estimates during water/CO2 injections into the pore space
of the sandstone layer. Again, the values of the estimates are very high. In this type of the
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experiment, the high values of attenuation can be attributed to different heterogeneities
that dynamically develop in the sample.
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Figure 6.15: Estimated Q−1 during water imbibition and supercritical CO2 drainage at Pp =95 bar, T =43◦C.
a) [1] the sample is saturated with supercritical CO2 and residual water. The sample is flooded with: [2] one
pore volume of water; [3] two pore volumes of water; [4] three pore volumes of water; [5] one pore volume of
supercritical CO2; [6] two pore volumes of supercritical CO2. b) [1] the sample is saturated with supercritical
CO2 and residual water. The sample is flooded with: [2] one pore volume of water; [3] two pore volumes of
water; [4] three pore volumes of supercritical CO2; [5] four pore volumes of supercritical CO2.
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PREDICTING RESERVOIR

PROPERTIES FROM SIMULTANEOUS

ELECTROKINETIC AND ULTRASONIC

MEASUREMENTS

There are more things in heaven and earth, Horatio,
than are dreamt of in your philosophy.

William Shakespeare

A reliable estimate of the reservoir properties of a porous rock is extremely challenging to
obtain. It has been observed that poroelastic and electrokinetic responses of a porous ma-
terial can differ in such a way that their combination gives unique estimates of permeabil-
ity and porosity, water saturation and porosity simultaneously. This finding is used in the
integration of complex conductivity and permittivity with P-wave velocity dispersion and
attenuation in a cost function by using pertinent electrokinetic and poroelastic theories. Re-
alistic numerical simulations show that the estimated values of permeability and porosity
are robust against uncertainties in the employed physical mechanism and in the data. The
frequency range of 1 Hz - 5 MHz is used in the numerical simulations for generating both
poroelastic and electrokinetic responses of a porous rock. In particular, the method is ap-
plied on low-frequency synthetic field data and tested on actual laboratory measurements.
The results show a high potential of this method for characterization of reservoir rocks.
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7.1. INTRODUCTION
Geophysical methods have been successfully employed for quantitative characterization
of fluid-bearing reservoirs in last decades. In particular, electrical methods are well-suited
for characterization of shallow subsurfaces for environmental purposes [Kemna et al.,
2012]. These methods have also been extensively used for cross-well measurements and
well-logging [Bergmann et al., 2012, Schmidt-Hattenberger et al., 2011]. As electrical meth-
ods, seismic and sonic methods are also widely used for shallow, cross-well and log char-
acterization [Arts et al., 2002, Lüth et al., 2011]. However, seismic methods have undis-
puted advantage since these methods can also be used for extracting important reservoir
properties from deeper subsurface formations.
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Figure 7.1: Practical applications of electrokinetic and poroelastic theories which lead to reservoir rock char-
acterization. The spectra of spectral induced polarization (SIP), induced polarization (IP), direct current (DC),
electrical impedance spectroscopy (EIS) that is also sometimes called dielectric spectroscopy (DS), seismic, ver-
tical seismic profiling (VSP), sonic log and ultrasonic measurements are shown by rectangular boxes. a) Electri-
cal conductivity and permittivity spectra obtained by extended Bruggeman model (see Chapter 3). b) Velocity
dispersion and attenuation estimated by Biot theory (see Chapter 6).

Simultaneous application of seismic and electrical geophysical methods has not been
implemented for CO2 storage monitoring. Combining these two methods can be advanta-
geous for reservoir characterization during CO2 storage. On the one hand, based on elec-
trokinetic theory, electrical methods can potentially provide valuable information about
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reservoir properties. In particular, porosity salinity, temperature, zeta potential (or sur-
face charge density), grain size and permeability can be estimated using theoretical mod-
els which explain electrical conductivity of the medium and polarization phenomena of
charged reservoir grain particles [Kirichek et al., 2017, Revil et al., 2014]. On the other
hand, the velocity and attenuation estimates can be deduced during seismic exploration.
These estimates are later used to predict porosity, permeability, viscosity, densities and
bulk moduli of reservoir rock by employing the poroelastic models that are based on Biot
theory [Bourbiè et al., 1987, Mavko et al., 2009]. These reservoir properties are of primary
importance for the CO2 storage monitoring because they can be used to update the exist-
ing reservoir models and support eventual mitigation measures in case of deviation from
the CO2 storage plan.

Table 7.1: List of physical parameters and constants used in electrokinetic and poroelastic theories

Electrokinetic theory Poroelastic theory
Parameter Value Unit Parameter Value Unit
Salinity, C s 1 mM Shear modulus, G 4.5 GPa
Diffusion coefficient, D 200 mm2/s Grain density, ρs 2650 kg/m3

Zeta potential, ζ 100 kT/e Water density, ρw 1000 kg/m3

Temperature, T 320 K CO2 density, ρCO2 19 kg/m3

Water permittivity, εw 80 − Frame bulk modulus, Kb 7 GPa
Grain permittivity, εg 4.5 − Grain bulk modulus, Ks 36 GPa
Vacuum permittivity, ε0 8.85 pF/m Water bulk modulus, Kw 2.3 GPa
Elementary charge, e 16 aC CO2 bulk modulus, KCO2 100 kPa
Boltzmann constant, k 138 zJ/K Water viscosity, ηw 1 mPa s
Avogadro’s number, N a 600 1/zmol CO2 viscosity, ηCO2 0.15 mPa s
Stoichiometric coef., ν 1 − Tortuosity 2.37 −

In this Chapter, an attempt is made to combine seismic and electrical methods in or-
der to reduce the uncertainty in predicting reservoir properties. A multi-parameter cost
function is used to obtain reservoir properties from electrokinetic and poroelastic mod-
els. This approach is tested on a electrokinetic and ultrasonic laboratory data for fully and
partially saturated sandstone.

7.2. INTEGRATION METHOD

The integration method applied in this study has been used for inverting different reser-
voir properties from geophysical measurements [e.g., Ghose and Slob, 2006, van Dalen
et al., 2010, Zhubayev, 2014, Zhubayev and Ghose, 2012]. The individual cost functions
for P-wave velocity, Vp , P-wave attenuation Q−1, electrical conductivity, σ and relative di-
electric permittivity ε are defined as

CN (ω) =
( ∑

ω |∆N |β
max

(∑
ω |∆N |β)) 1

β
, (7.1)
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where N indicates Vp , Q−1, σ or ε, ∆N = (
N mod

(
φ,κ,ω

)−N meas (ω)/s (ω)
)
, ω is the angu-

lar frequency, subscripts mod and meas stand respectively for modeled and measured, φ
is the porosity, κ is the permeability, s(ω) is the standard deviation, β= 2 for the L2 norm.

A general expression for the integrated cost functions reads

CN N (ω) =
(∑

n

∑
ω |∆N |β

max
(∑

ω |∆N |β)) 1

β
, (7.2)

where n = 2, 3, 4.

7.3. INTEGRATION RESULTS
To obtainσ and ε spectra, electrokinetic theory in combination with the extended Brugge-
man model can be used. This model is rigorously discussed in Kirichek et al. [2017] and in
Chapter 3 of this thesis and therefore not repeated in this chapter. The underlying physics
of seismic wave propagation in water-saturated porous media allows to model Vp and Q−1

dispersions using the theory of poroelasticity. In this study, the Biot theory of poroelastic-
ity is employed. The model description and assumptions can be found in Chapter 3 of
this thesis. The physical parameters used for electrokinetic and Biot theories are given in
Table 7.2.

a)

b)

Figure 7.2: Individual and integrated cost functions in the φ-κ domain. a) Individual cost functions for σ, ε and
integrated cost function for σ and ε. b) Vp , Q−1 and integrated cost function for Vp and Q−1. The frequency
range is 1 Hz - 5 MHz. The dark blue color points out the minimum every cost function.

Figures 7.2 illustrates all the cost functions in φ-κ domain for the frequency range of
1 Hz - 5 MHz. Figures 7.2a and 7.2b shows the individual costs functions for electrical
and seismic attributes, respectively. Here, φ= 0.23 and κ= 1.5 µm are used to obtain the
minimum of the cost functions that is shown in dark blue color.

Electrical and poroelastic cost functions show similar alignment. The orientation of
the cost function’s minima line is totally different between σ and ε. The same holds for Vp
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and Q−1. While for σ and Vp , the cost function minima line is parallel to the κ-axis, this
line is nearly parallel to the φ-axis for attenuation. This indicates that frequency depen-
dent σ and Vp dispersion are particularly sensitive to φ and less sensitive to κ. This is due
to the relation of κ with the relaxation frequencies of both electrokinetic and poroelastic
theories. At the same time, the spectra of ε and Q−1 are more sensitive to κ and less to φ.
Obviously, individual cost functions provide ambiguous global minima, thus non-unique
reservoir parameters can be obtained in the φ−κ domain.

a)

b)

Figure 7.3: Individual and integrated cost functions in the φ-Sw domain. a) Individual cost functions for σ, ε
and integrated cost function for σ and ε, b) Vp , Q−1 and integrated cost function for Vp and Q−1. The frequency
range is 1 Hz - 5 MHz. The dark blue color points out the minimum every cost function.

The orientations of the cost functions’ minima lines of both σ and Vp are nearly per-
pendicular to those of respectively ε and Q−1 in the φ-κ domain. Hence, the integrated
electrical and seismic cost functions are expected to result in a sharp convergence and
thus into a global minimum. The integrated seismic and electrical cost functions are
shown in Figure 7.2. As the result of the integration, the lines of local minima have be-
come sharp points that indicate the global minima. Now, unique estimates of both φ and
κ can be obtained.

Figures 7.3 shows the individual and integrated cost functions inφ−Sw domain. Here,
κ= 0.1 m2 is used to estimate Sw and φ values. Note, that all the cost functions are similar
for partial and patchy saturations that are incorporated in the Biot theory. Therefore, only
partial saturation case is considered. Individual cost functions ofσ and ε resemble similar
behavior as expected. Thus, the integration of these cost functions does not result into a
global minimum as is shown in Figures 7.3a. The orientation of the cost function’s min-
ima line of individual Vp and Q−1 cost functions is totally different. First, the individual
cost functions obtained for the whole frequency range (1 Hz - 5 MHz) can already inde-
pendently provide not a sharp, but a unique global minimum. Second, these individual
cost functions are almost orthogonal at low Sw values. Hence, sharper global minimum
can be achieved by integrating the individual Vp and Q−1 cost functions. These cost func-
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tions can be seen in Figures 7.3b. However, it possible to obtain a more accurate global
minimum that leads to robust prediction of singular φ and Sw values. Figures 7.3c illus-
trates the result of integration of the electrical and poroelastic integrated cost functions.
In this case, the maximum accuracy can be achieved and both φ and Sw can be explicitly
obtained.

Figure 7.4: Individual cost functions for σ, Vp and integrated cost function for σ and Vp in the φ−κ domain in
the frequency range of 1 - 100 Hz.

7.3.1. LOW FREQUENCIES
The field surveys are typically conducted in the low frequency range (see Figures 7.1). In
this study, the frequency range of 1 - 100 Hz is considered representing the field scale.
Obviously, it is difficult to measure ε and Q−1 in-situ. Therefore, only individual cost func-
tions of σ and Vp are analyzed in this frequency range. As is shown in Figure 7.4, both
individual cost functions estimate the lines of local minima in φ−κ domain. The orien-
tation of these lines permits to obtain a unique global minimum by the integrated cost
function.

Figure 7.5: Individual cost functions for σ, Vp and integrated cost function for σ and Vp in the φ−Sw domain in
the frequency range of 1 kHz - 1MHz.

A similar situation can be observed in the the φ− Sw domain. Non-exclusive local
minima are produced by individual cost functions. However, the integrated cost function
results in a sharp global minima. This is explicitly shown in Figure 7.5.

7.3.2. HIGH FREQUENCY
Ultrasonic and dielectric spectroscopy methods are usually carried out in the laboratory
at high frequencies as schematized in Figure 7.1. Here, the frequency range of 100 kHz
- 1 MHz is considered. The electrokinetic and ultrasonic laboratory data on water and
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CO2 saturated reservoir rock has been obtained in this study. Hence, velocity dispersion
and complex conductivity have been estimated from the raw measurements. More details
about estimation σ spectra and Vp dispersion can be found in Chapters 5 and 6, respec-
tively.

The relaxation frequency associated with fluid mobility and grain size of the reservoir
rock are well below the high frequencies considered here. Therefore, prediction of κ be-
comes challenging. Thus, the estimation of φ and Sw is only considered in the high fre-
quency band. Figure 7.6 shows the individual and integrated cost functions for laboratory
estimates of σ and Vp in φ− Sw domain. Both electrical and ultrasonic laboratory data
represent the frequency range of 1 kHz - 1MHz. The global minimum can not be deter-
mined from the individual cost function of σ over the whole frequency range. This is due
to the small variation of σ values with frequency at high salinities. Contrary to the elec-
trical cost function, the individual Vp cost function reveals a possible global minimum.
However, this minimum is not sharp, thus it can lead to wrong estimates of the reservoir
properties. The integrated σ and Vp cost function leads to robust estimates of φ and Sw

values. This is explicitly shown by the dark blue point on the figure.

Figure 7.6: Individual cost functions for σ, Vp and integrated cost function for σ and Vp in the φ−Sw domain in
the frequency range of 100 kHz .

7.4. CONCLUSION
A new approach for quantitative integration of acoustic/ultrasonic and electrokinetic data
is presented. It has been observed that the poroelastic and electrokinetic response of a
granular material can differ in such a way that their combination gives unique estimates
of in-situ and lab-based permeability and porosity (or water saturation and porosity) si-
multaneously. This knowledge is used in the integration of complex conductivity and per-
mittivity with velocity dispersion and attenuation in a cost function by using the perti-
nent electrokinetic and poroelastic theories. Realistic numerical simulations show that
the estimated values of permeability and porosity are robust against uncertainties in the
employed physical mechanism and in the data. The approach is analyzed for the field
scale and tested on laboratory data. The results show a high potential of this method for
characterization of reservoir rocks.
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CONCLUSIONS

To conquer fear is the beginning of wisdom

Bertrand Russell

1. A new laboratory setup for electrical and ultrasonic characterization of the pro-
cesses occurring in the reservoir rock is developed. Various fluid injection scenarios
show that the setup can be used for CO2 storage monitoring purposes. The pres-
ence of CO2 in the pore space gives the contrast in bulk electrical and seismic prop-
erties, which is relevant to geoelectrical and seismic methods. This consequently
allows for a quantitative prediction of the pore contents, influence of pressure, tem-
perature and salinity of the pore water. Finally, the conductivity and permittivity
measurements show minor alterations due to the change of the CO2 phase from va-
por to liquid and consequently supercritical conditions. Theses changes are rather
occurring due to elevations in temperature in the reservoir rock.

2. Analytical expressions for the electrokinetic response of immobile grains represen-
tative for (un)compacted sands and sandstones in an electrolyte solution are pre-
sented. The grains can be charged and the associated electrolyte can be of any ionic
strength. The main assumption made is that the grains’ double layers do not over-
lap. The extension to spheroidal particles and polydisperse grains is given. Two
main expressions are presented, one based on the Maxwell-Wagner and the other
on the Bruggeman formalism. It is found that both expressions lead to not so dif-
ferent results, and that they could correctly reproduce the features of some repre-
sentative measured data given in the third section, using at most two adjustable
parameters. These parameters, the mean particle size and the particle’s mean sur-
face charge (or the mean particle size and mean Dukhin number) are found to be in
the range of what can be expected for sands and sandstones. Percolation thresholds
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are not considered, nor is pore clogging. This implies that the models are valid for
porous media in which each particle (grain) has nearly all of its surface in contact
with the electrolyte.

3. It is shown that the electrokinetic response of a porous sandstone saturated with
NaCl solutions of different concentrations can correctly be modeled using a new
protocol. The model accounts for 3 distinct polarization phenomena: electrode
polarization, bulk polarization, and pseudo-inductance effect. The electrode po-
larization response is correctly predicted in this case using εep = εbulk for all in-
vestigated concentrations. The pseudo-inductance effect can also be accounted for
using only one adjustable parameter. The characteristic frequency ωL is attributed
to the pseudo-inductance effect. In the frequency range ωep - ωL , the contribution
of bulk polarization is dominant. With no adjustable parameters, the bulk response
of the sandstone can be predicted.

4. Two Bentheimer sandstone samples (of different geometries), flooded repetitively
by either CO2 or saline water of different NaCl concentrations, are investigated using
spectral induced polarization. For the first time, such measurements are carried out
in the laboratory at carbon capture and storage (CCS) reservoir conditions (P≈80
bar, T≈43◦C) using a multiple electrode pair system. These experiments enabled us
to follow the supercritical CO2 front in time along the length of the samples.

The model of complex electrical conductivity including different polarization mech-
anisms is presented. It is found that the effective porosity and α coefficients in the
model can uniquely be determined by fitting the measurements obtained for a fully
saturated sandstone sample with a known electrolyte. The model is extended to
account for partial saturation. This led to the inclusion of an additional saturation
parameter Sn

w in the definition of electrical conductivity.

Once the porosity and α are found by fitting the impedance spectrum of a reservoir
rock, which is saturated with an electrolyte of known concentration (Sn

w =1), it is
possible to fit the impedance spectrum of the same rock which is saturated with
a fluid of unknown salinity and saturation. A unique set of parameters (Sn

w ,C s) is
then found. The fitting is possible due to the fact that the pseudo-inductance effect
which is observed at high frequencies is very sensitive to Sn

w .

5. The velocity dispersion and attenuation are estimated during water imbibition and
CO2 drainage of sandstone at ultrasonic frequencies. The obtained estimates in
water-saturated rock are verified by employing classical Biot theory. The sensitivity
of the estimates is investigated by adjusting the pore pressure from 10 bar to 95 bar.
Velocity and attenuation estimates show strong sensitivity to pore pressure changes
of CO2-saturated reservoir rock. The effect of CO2 channeling is captured by ve-
locity dispersion and attenuation during CO2 drainage at reservoir conditions. The
obtained estimates in water-saturated rock are predicted using Biot models. The
partial and patchy saturations are used to predict reservoir properties of a partially
saturated sandstone. This work suggests that velocity dispersion and attenuation
can potentially be used for characterization of the CO2-stored reservoir. CT-scan
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experiments might provide valuable insight into the correlation of multiphase satu-
ration experiments with velocity dispersion estimates of partially saturated rock.

6. A new approach for quantitative integration of ultrasonic and electrokinetic data
is developed. It has been found that the poroelastic and electrokinetic responses
of a granular material can differ in such a way that their combination gives unique
estimates of permeability and porosity (or water saturation and porosity) simulta-
neously. This finding is used in the integration of complex conductivity and per-
mittivity with velocity dispersion and attenuation in a cost function by using the
electrokinetic and classical Biot theories. Realistic numerical simulations show that
the estimated values of permeability and porosity are robust against uncertainties
in the employed physical mechanism and in the data. The approach is analyzed for
the field scale and tested on laboratory data. The results show a high potential of
this method for characterization of reservoir rocks.
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SUMMARY

Monitoring the properties of a CO2 storage reservoir is important for two main reasons:
firstly, to verify that the injected CO2 is safely contained in the reservoir rock as planned,
and secondly, to provide data which can be used to update the existing reservoir mod-
els and support eventual mitigation measures in case of deviation from the CO2 storage
plan. Reliable quantitative monitoring of reservoir rocks and pore-filling fluids remains a
challenging task in geophysical prospecting. Typically, geophysical electrical and seismic
surveys are used to predict reservoir properties. Electrical properties of rocks are strongly
controlled by the chemistry of the fluids that fill the pore space. Thus, electrical surveys
can provide accurate estimates of pore-filling fluid composition and porosity of reservoir
rock. Seismic methods are particularly sensitive to elastic heterogeneities in the subsur-
face. Elastic properties of reservoir rocks can be extracted from recorded seismic data.
Potentially, the simultaneous use of electrical and seismic geophysical surveys can reduce
the uncertainty in the quantitative characterization of reservoir rocks. In this thesis, the-
oretical and experimental research is conducted to show the feasibility of such an inte-
grated approach for a CO2 storage reservoir.

First, a home-made multi-sensor core-flooding laboratory setup was developed. The
setup allows conducting continuous dielectric spectroscopy and ultrasonic measurements
during imbibition and drainage experiments under reservoir pressure/temperature con-
ditions. A number of CO2/water injection scenarios has been performed, showing the
sensitivity of measured electrical impedance and ultrasonic response of a fully or partially
saturated Bentheimer sandstone under different pressure and temperature conditions. An
array of electrodes and ultrasonic transducers has been used to monitor the CO2 propa-
gation and CO2 phase transition between vapor, liquid and supercritical fluid within the
sandstone’s pore space. The measured data is used to derive the electrical conductivity
and dielectric permittivity spectra, and the P-wave velocity dispersion and attenuation
changes in the (partially) saturated sandstone.

Next, new analytical expressions for the dielectric (electrokinetic) response of satu-
rated porous media are developed. The low-frequency (0.01 Hz - 10 MHz) response of
reservoir rocks and soils is until now always modeled using theories based on the work
of Schwartz. The theory for the low-frequency electrokinetic signature of suspensions,
on the other hand, has been developed much further over the last decades both numer-
ically and analytically. In the new models the grains of porous rock can be charged and
the associated electrolyte can be of any ionic strength. In the present research, a main
assumption made is that the grains’ double layers do not overlap significantly. The exten-
sion to spheroidal particles and polydisperse grains is obtained. Two main expressions
for the complex conductivity are presented here, one based on the Maxwell-Wagner and
the other on the Bruggeman formalism. It is found that both expressions lead to not so
different results, and that they could correctly reproduce the features of some representa-
tive measured data using at most two adjustable parameters. These parameters, the mean
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particle size and the particle’s mean surface charge (or the mean particle size and mean
Dukhin number) are found to be in the range of what can be expected for investigated
samples. Percolation thresholds are not considered, nor is pore clogging. This implies
that the models are valid for porous media in which each grain has nearly all of its surface
in contact with the electrolyte.

The interpretation of dielectric measurements in a 2-electrode systems is a challenging
task due to the presence of different polarization effects. An integrated model is developed
in this research which accounts for not only the bulk material polarization, but also two
other effects that appear in the laboratory measurements. The first one is related to elec-
trode polarization, occurring at a very low frequency (<1 kHz). The second one, termed
"pseudo-inductance effect", arises in the frequency range 10 kHz - 1 MHz. Using the full
model, three spectral regions (electrode polarization, pseudo-inductance effect and bulk
polarization) could be identified. The ”true” bulk conductivity could be modeled using as
input parameters the porosity, the conductivity of the electrolyte, and the dielectric per-
mittivities of the grains and of water.

The dielectric spectroscopy measurements presented in this thesis have been per-
formed on a Bentheim sandstone saturated with either CO2 or saline water. The response
of the water imbibition and CO2 drainage experiment is captured using two types of multi-
electrode arrays under realistic reservoir pressure and temperature conditions of a seques-
trated CO2 reservoir. The developed model is adapted for the present measurements by
including a saturation coefficient as defined in Archie’s law, in order to evaluate the CO2

saturations of the cores. In particular, it is shown that by fitting the measurements with
the model a unique set of parameters (electrolyte concentration and water saturation) can
be found for a sandstone of known porosity but a fluid of unknown salinity and saturation.

The velocity dispersion and attenuation estimates are obtained during water imbibi-
tion and CO2 drainage of Bentheimer sandstone in the laboratory at ultrasonic frequen-
cies. These estimates show a strong sensitivity to pore pressure changes of the CO2 satu-
rated reservoir rock. The pore pressure is varied from 10 bar to 95 bar and the tempera-
ture from 27◦C to 33◦C to monitor the transition between vapor, liquid and supercritical
CO2. During these experiments the CO2 and water are consecutively injected into the pore
space of the sandstone. The obtained estimates in fully- and partially-saturated sandstone
are analyzed using the theory of poroelasticity. It is shown how the partial and patchy
saturation descriptions can be used for predicting water saturation of the CO2-bearing
sandstone from velocity dispersion estimates.

Finally, it has been observed that the poroelastic and electrokinetic response of a gran-
ular material can be combined in such a way that they provide unique estimates of per-
meability and porosity (or water saturation and porosity). This knowledge is used in the
integration of the complex conductivity and permittivity with velocity dispersion and at-
tenuation in a cost function, by using the electrokinetic and poroelastic theories. Realistic
numerical simulations show that the estimated values of permeability and porosity are
robust against uncertainties in the employed physical mechanism and in the data. The
frequency range of 1 Hz - 5 MHz is analyzed. The approach is analyzed for the field scale
and tested on laboratory data. The results show a high potential of this method for the
characterization of reservoir rocks.



SAMENVATTING

Het volgen van de ontwikkeling van de eigenschappen van een reservoir voor CO2 opslag
is vanwege 2 redenen belangrijk: ten eerste, om vast te stellen dat de geïnjecteerde CO2,
zoals gepland, veilig in het reservoir gesteente is ingesloten en ten tweede om informatie
te verkrijgen die gebruikt kan worden om de bestaande reservoir modellen te actualiseren
en om eventuele toekomstige aanpassingen van het CO2 opslagplan te ondersteunen. Be-
trouwbare, kwantitatieve monitoring van reservoirgesteente en porievloeistoffen blijft een
uitdaging in het geofysisch onderzoek. Elektrische- en seismische bodemmetingen wor-
den gebruikt om de reservoir eigenschappen te voorspellen. De elektrische eigenschap-
pen van gesteenten worden grotendeels bepaald door de chemische eigenschappen van
de vloeistoffen waarmee de porieruimte gevuld is. Elektrisch bodemonderzoek maakt dus
accurate bepaling mogelijk van de vloeistofsamenstelling in de poriën en de porositeit van
het reservoir gesteente. Seismische methodes zijn bijzonder gevoelig voor elastische he-
terogeniteit in de ondergrond. In beginsel kan het gelijktijdig gebruik van elektrisch en
seismisch bodemonderzoek de onzekerheid verminderen in de kwantitatieve karakterise-
ring van het reservoir gesteente. Dit proefschrift beschrijft het theoretisch en experimen-
teel onderzoek verricht om de haalbaarheid van zo’n geïntegreerde aanpak voor reservoirs
voor CO2 opslag aan te tonen.

Allereerst is een multi-sensor laboratorium opstelling voor stroming door gesteente
kernen ontwikkeld en gebouwd. Met deze opstelling is het mogelijk doorlopend dielek-
trisch spectroscopische en ultrasone metingen te verrichten gedurende injectie en drai-
nage onder reservoir condities voor druk en temperatuur. Een aantal verschillende CO2-
water injectie scenario’s zijn uitgevoerd die de gevoeligheid van gemeten elektrische impe-
dantie en ultrasone respons lieten zien van een geheel of gedeeltelijk vloeistof verzadigde
Bentheim zandsteenkern bij verschillende condities van druk en temperatuur. De geme-
ten data wordt gebruikt om de elektrische geleidbaarheid, de permittiviteit-spectra en de
P-golf dispersie en verzwakkings veranderringen in de geheel of gedeeltelijk verzadigde
zandsteen te bepalen.

Vervolgens zijn er nieuwe analytische uitdrukkingen ontwikkeld voor de dielektrische
(elektrokinetisch) respons van verzadigde poreuze media. De lage frequentie respons
(0.01 Hz- 10 MHz) van reservoirgesteente en grond is tot nu toe altijd gemodelleerd met
theorie gebaseerd op het werk van Schwartz. De theorie voor de laag frequente elektro-
kinetische karakterisering van mengsels is anderzijds veel verder ontwikkeld in de laatste
decennia zowel numeriek als analytisch. In de nieuwe modellen hebben de gesteente kor-
rels een elektrische lading en het bijbehorende elektrolyt kan van elke ionische sterkte zijn.
In het huidige onderzoek is een van de voornaamste aannames dat de dubbellagen van de
korrels niet erg overlappen. Voor de complexe geleidbaarheid worden twee uitdrukkin-
gen gepresenteerd. Een gebaseerd op het Maxwell-Wagner formalisme en de andere op
dat van Bruggeman. Vastgesteld wordt dat beide uitdrukkingen niet tot erg verschillende
resultaten leiden en dat ze de kenmerken goed kunnen weergeven van representatief ge-
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meten data, gebruikmakend van maximaal twee instelbare parameters. Deze parameters,
de gemiddelde deeltjes grootte en de gemiddelde oppervlakte lading van de deeltjes zijn
binnen het bereik van wat verwacht kan worden voor de onderzochte monsters. Dit bete-
kent dat de modellen geldig zijn voor poreuze media waarvan het oppervlak van bijna de
gehele korrel in contact is met het elektrolyt.

De interpretatie van dielektrische metingen in een 2 electroden systeem is een uit-
dagend zaak vanwege de aanwezigheid van verschillende polarisatie effecten. Een geïn-
tegreerd model wordt in dit onderzoek ontwikkeld dat niet alleen de polarisatie van het
bulk materiaal beschouwt maar ook twee andere effecten die voorkomen in de laborato-
rium experimenten. De eerste is verwant aan elektrode polarisatie, optredend bij erg lage
frequenties (< 1 kHz). De tweede, genaamd het ‘pseudo inductantie effect’ komt voor in
het frequentiebereik van 10 kHz – 1 MHz. Bij gebruik van het volledige model kunnen 3
spectrale gebieden onderscheiden worden. De “echte” bulk geleiding kon gemodelleerd
worden door als input parameters de porositeit, de geleidbaarheid van het elektrolyt en
de dielektrische permittiviteit van de korrels en van het water te gebruiken.

De dielektrisch spectroscopische metingen besproken in dit proefschrift zijn uitge-
voerd op een Bentheim zandsteen verzadigd met CO2 of met zout water. De respons
van het water injectie of CO2 drainage experiment wordt gemeten met twee typen multi-
elektrode rasters bij realistische condities voor druk en temperatuur van een reservoir voor
CO2 opslag. Het ontwikkelde model is geschikt voor de huidige metingen door gebruik van
een verzadigingscoëfficiënt zoals gedefinieerd in de wet van Archie om de CO2 verzadiging
van de kernen te kunnen beoordelen. In het bijzonder wordt aangetoond dat door het mo-
del te vergelijken met de metingen, een unieke set van parameters gevonden kan worden
voor een zandsteen met bekende porositeit gevuld met een vloeistof met onbekende zout
concentratie en verzadigingsgraad.

De dispersie in de snelheid en de verzwakkingswaarden worden verkregen bij water
opname en CO2 drainage van een Bentheim zandsteen in het laboratorium bij ultrasone
frequenties. Deze bepalingen tonen een grote gevoeligheid voor poriedrukveranderingen
in het CO2 verzadigde reservoir gesteente. De poriedruk wordt opgevoerd van 10 tot 95 bar
en de temperatuur van 27◦C naar 33◦C om de overgang van gas naar vloeistof en super-
kritisch CO2 te kunnen volgen. Achtereenvolgend worden CO2 en water geïnjecteerd in
de porieruimte van de zandsteen. Aangetoond wordt hoe gedeeltelijke en onregelmatige
verzadigingsbeschrijvingen gebruikt kunnen worden voor voorspelling van de waterver-
zadiging van CO2houdende zandstenen uit snelheidsdispersie bepalingen.

Uiteindelijk is duidelijk geworden dat de poro-elastische en elektrokinetische respons
van een korrelig materiaal op een zodanige manier samengevoegd kunnen worden dat ze
unieke bepalingen van permeabiliteit en porositeit (of van waterverzadiging en porositeit)
verschaffen. Deze kennis wordt gebruikt bij de integratie van de complexe geleidbaarheid
en permittiviteit, met de snelheidsdispersie en verzwakking, in een ‘cost function’ met ge-
bruik making van de elektrokinetische en poro-elastische theorie. Realistische numerieke
simulaties laten zien dat de bepaalde waarden voor permeabiliteit en porositeit bestand
zijn tegen onzekerheden in het toegepaste fysisch mechanisme en in de data. Het fre-
quentiebereik tussen 1 Hz en 5 MHz wordt geanalyseerd. De benadering is geanalyseerd
voor veldschaal en getest op data uit het laboratorium. Het resultaat is veelbelovend voor
de karakterisering van reservoir gesteenten.
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